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Abstract

Vibration causes noise, environmental pollution, human fatigue and injury. In addition, it
results in structural fatigue, lowering the strength and safety of the structure, and reducing the
accuracy and reliability of the equipment in the system. In this paper, three controllers including
OHAFC (optimal hedge-algebras-based fuzzy controller), FCHA (hedge-algebras-based fuzzy
controller) and FC (conventional fuzzy controller) are designed. Our attention is paid to reduce
vibration amplitude of a cantilever beam subjected to a concentrated harmonic force at its free
tip by using a suitable control moment. Simulation results are exposed to illustrate the effect of

OHAFC in comparison with HAFC and FC.

Key Words: cantilever beam, fuzzy control, hedge algebras, genetic algorithm.

1. Introduction

Vibration occurs in most machines,
structures, and dynamic systems. Vibration
can be found in daily life as well as in
engineering structures. Vibration results in
structural fatigue, lowering the strength and
safety of the structure, and reducing the
accuracy and reliability of the equipment in
the system. Thus, in order to ensure the
safety of the structure, and increase the
reliability and durability of the equipment,
reducing vibration in the system in the
process of designing the structure becomes
an important issue (Teng et al., 2000).

Depending on the control methods,
vibration control in the structure can be
divided into two categories, namely, passive
control and active control (Preumont and
Nihon, 2008). The idea of passive structural
control is energy absorption, so as to reduce
displacement in the structure. Recent
development of control theory and technique
has brought vibration control from passive to
active and the active control method has
become more effective in use.

Fuzzy set theory introduced by Zadeh in
1965 has provided a mathematical tool useful
for modelling uncertain (imprecise) and
vague data and been presented in many real
situations. Recently, many researches on



active fuzzy control of vibrating structures
have been done. We mention the works of
Darus and Tokhi (2005), Guclu and Yazici
(2008), Teng et al. (2000), Wang and Lin
(2007) and Wenzhong et al. (2004).

Hedge algebras (HAS) introduced and
investigated since 1987 (Ho, 2007; Ho and
Nam, 2002; Ho et al., 1999; Ho and Long,
2007; Ho and Lan, 2006; Ho et al., 2006; Ho
et al., 2008; Ho and Wechler, 1990; Ho and
Wechler, 1992) can be considered as a
mathematical order-based structure of terms-
domains, the ordering relation of which is
induced by the meaning of linguistic terms in
these domain. It is shown that each terms-
domain has its own order relation induced by
the meaning of terms, called semantically
ordering relation. Many interesting semantic
properties of terms can be formulated in
terms of this relation and some of these can
be taken to form an axioms system of hedge
algebras. These algebras form an algebraic
foundation to study a kind of fuzzy logic,
called linguistic-valued logic and provide a
good mathematical tool to define and
investigate the concept of fuzziness of vague
terms and the quantification problem and
some approximate reasoning methods.

The HAFC, a new fuzzy control
algorithm, does not require fuzzy sets to
provide the semantics of the linguistic terms
used in the fuzzy rule system rather the
semantics is obtained through the sematically
quantifying mappings (SQMs). In the
algebraic approach, the design of an HAFC
leads to the determination of the parameter of
SQMs, which are the fuzziness measure of
primary terms and linguistic hedges
occurring in the fuzzy model.

In this paper, applications of HAs and GA
in active fuzzy control of a cantilever beam
will be presented with three above mentioned
controllers to compare their control effect.

2. The cantilever beam

We consider a cantilever beam shown in
Figure 1.
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Figure 1. The cantilever beam

This beam of length L is subjected to an
external force F = Fysinart at its free tip. E
and p are the elastic modulus and the mass
density of beam material, respectively. The
frictional damping and structural damping
constants are denoted by o and o,
respectively. The length of each element is
denoted by /. The width and height of the
rectangular cross-section are denoted by b
and A, respectively. The finite element model
(FEM) of the beam includes five nodes (1, 2,
3, 4 and 5) and four elements (I, II, 11l and
V). Each node has two degrees of freedom
(DOF) including: transverse displacement v
and slope ¢. A controllable moment M., is
applied at node 2.

The elemental stiffness matrix (K,) and
mass matrix (M,) are given by (Rao, 2004):

12 6/ -12 6l
2 2
K- E_31 6/ 4l 6/ 2/ M
rFl|-12 -6/ 12 -6l
6/ 21> 61 4I°

156 221 54 -13/
pdl| 221 A7 131 -3
T 40| 54 13 156 —22
131 37 22 AP

()

e

Where, 4 = bxh is the cross-sectional area
and 7 = bxk%12 is the inertial moment of the
cross-sectional area.

The dynamic equation of the cantilever
beam is given by:

MG+Cq+Kg=F (3)
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Figure 3. Uncontrolled velocity — vs.

Where M, C and K are global mass,
damping and sfiffness matrices, respectively.
C = oM + K. F (containing F and M,,)
and q are the global vectors of displacement
and load, respectively.

The following numerical values are used
for simulations (Bandyopadhyay et. al.,
2007): L=03m,»=0.03m, ~=05mm, E
= 193.06 GPa, p = 8030 kg/m°, ¢y = 0.001,
o, =0.0001, Fy =0.01 N and @ = 20 rad/s.

Thus, uncontrolled displacement (ds) and
velocity (vs) at node 5 (free tip) are shown in
Figure 2 and 3, respectively.

3. HAs-based fuzzy controller (HAFC)
and Optimal HAFC (OHAFC)

In this section, the basic concepts of
FCHA and OFCHA are summarized based
on Ho (2007), Ho and Nam (2002), Ho et al.
(1999), Ho and Long (2007), Ho and Lan
(2006), Ho et al. (2006), Ho et al. (2008), Ho
and Wechler (1990), Ho and Wechler (1992).

3.1. Algebraic structure of term-domains

In above reference documents, term-
domains of linguistic variables equipped with

a semantics-based ordering relation become
algebraic structures, called hedge algebras
(HAs), and they form an algebraic approach
to the approximate reasoning problem. The
algebraic approach to term-domains of
linguistic variables is to discover algebraic
structure of term-domains induced by the
natural term meaning. For instance, by the
term meaning we can observe that extremely
small < very small < small < approximately
small < little small < big < very big <
extremely big So, we have a new
viewpoint: term-domains can be modelled by
a poset (partially ordered set), a semantics-
based order structure.

Next, we explain how we can find out this
structure.

Consider TRUTH as a linguistic variable
and let X be its term-set. Assume that its
linguistic hedges used to express the TRUTH
are Extremely, Very, Approximately, Little,
which for short are denoted correspondingly
by E, V, A and L, and its primary terms are
false and true. Then, X ={true, V true, E true,
EA true, A true, LA true, L true, L false,
false, A false, V false, E false ..} w {0, W, 1}
is a term-domain of TRUTH, where 0, W and
1 are specific constants called absolutely
false, neutral and  absolutely  true,
respectively.

A term-domain X can be ordered based on
the following observation:

- Each primary term has a sign which
expresses a semantic tendency. For instance,
true has a tendency of “going up”, called
positive one, and it is denoted by ¢, while
false has a tendency of “going down”, called
negative one, denoted by ¢". In general, we
always have ¢* > ¢, semantically.

- Each hedge has also a sign. It is positive
if it increases the semantic tendency of the
primary terms and negative, if it decreases
this tendency. For instance, V' is positive with
respect to both primary terms, while L has a
reverse effect and hence it is negative.
Denote by A the set of all negative hedges
and by H" the set of all positive ones of
TRUTH.



The term-set X can be considered as an
abstract algebra AX = (X, G, C, H, <), where
G={c,cL,Cc={0,W, 1}, H=H UH
and < is a partially ordering relation on X.
The ordering relation < presents semantic
qualitative properties of X, such as:

-hx>xifkx<x,Vhe H ke H:

-Ifh<kthen (hx>x = kx> x) & (x > hx
= hx > kx);

- If 3x (x < hx < khx or x > hx > khx) then
Vy {O0<hy = y<hy<khy) & (hy<y =
khy<hy<y)};

- If 3x (x < khx < hx or x > khx > hx) then
vy {O<hy = y<khy<hy) & (hy<y =
hy<khy<y)}.

3.2. Fuzziness Measure of Vague Terms
and Hedges of Term-Domains

The fuzzy inference model often
simulates the dependency between two
physical variables, namely, linguistic values
occurring in the fuzzy model present values
of physical variables in a line. This comment
suggests us to establish a quantifying
mapping from a linguistic domain into a line.

Definition 1. £ X — [0, 1] is called the
semantically quantifying mapping of X if V4,
ke H or h k € H, and x, y € X
|/ () = f )] _[f () = ()]
|f )= f )] [f )= ()

From the HA viewpoint, we have a visual
way to define fuzziness of a linguistic value
by the size of set H(x) as follow: the
fuzziness measure of x can be measured by
the diameter of f{H(x)) < [0, 1] (Figure 4).

L A V E
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] ] ] ]
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Figure 4. Diameter of f{H(true))
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Definition 2. An fin: X — [0, 1] is said to
be a fuzziness measure of terms in X if:

(finl) fm(c)tfm(c) = 1 and Y.,
fm(hu) = fm(u), for Vu € X;

(fm2) for the constants 0, W and 1, fm(0)
= fm(W) = fin(1) = 0;

(fim3) for vx, y € X, Vh e H,
fm(hx) _ fim(hy) , this proportion does not
Sm(x)  fm(y)

depend on specific elements, called fuzziness
measure of the hedge h and denoted by x(h).

The condition (finl) means that the
primary terms and  hedges  under
consideration are complete for modelling the
semantics of the whole real interval of a
physical variable. That is, except the primary
terms and hedges under consideration, there
are no more primary terms and hedges. (fin2)
is intuitively evident. (fin3) seems also to be
natural in the sense that applying a hedge &
to different vague concepts, the relative
modification effect of 4 is the same, i.e. this
proportion does not depend on terms they
apply to.

To formulate the following proposition,
we assume that #~ = {h., ..., h}, where A,
<hy<.<hgyH ={h,., h} where i<
hy, < ...< h,. Then, the following properties
can follow immediately from Definition 2.

Proposition 1. For each fuzziness
measure fin on X, we have:.

i) fin(hx) = w(h)fm(x), for every x € X;

i) fim(c) + fin(c") = 1;

i) Y e o fm(c) = fin(c) ce{e e}

V) D cicpimofm(Bx) = fin(x);

V) Z —qSiS—llu(hi) =a andz 19'Sp:u(hi) =p
where a, >0 and a+ = 1.

3.3. Quantification of Term-Domains of a
Linguistic Variable

Definition 3. A function Sign: X —» {-1,
0, 1} is a mapping which is defined
recursively as follows, for 4, h'e Hand ¢ €

{c,c'}
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i) Sign(c) = -1, Sign(c") = +1;

ii) Sign(kc) = — Sign(c), if & is negative
w.r.t. ¢; Sign(hc) = + Sign(c), if & is positive
w.r.t. c;

iii) Sign(k'hx) = — Sign(hx), if h’hx = hx
and 7' is negative w.r.t. i; Sign(h'hx) = +
Sign(hx), if h’hx = hx and A’ is positive
W.r.t. i;

iv) Sign(a'hx) =0 if h’hx = hx.

Definition 4. Let fin be a fuzziness
measure on X. A mapping ¢. X — [0,1],
which is induced by fim on X, is defined as
follows:

) oW) =6 =fmc) oc) = 6-
afin(c’) = ffim(c), ¢lc") = 0+ ofin(c’);

DI I O
Sign(h) {3 ., ) fin(hx) = () fin(h,2)}

i=Sign(j)

where j € {j: —¢5i<p & j#0} = [-¢"p] and
1 . .
o) = - [1 + Sign()Sign(hx) (4 - )

By Proposition 1, it can be seen that the
mapping ¢ is completely defined by (p+q)
free parameters: one parameter of the
fuzziness measure of a primary term and
(p+g-1) parameters of the fuzziness measure
of hedges.

3.4. Example

Consider a hedge algebra AX = (X, G, C,
H, <), where G = {small, large}; C = {0, W,
1}, H = {Little} = {h..}; ¢ = 1; H = {Very}
={h}, p=1 6=05; a=05; g=05.
Hence,

u(Very) = 0.5; w(Little) = 0.5;

Sfin(small) = 0.5; fim(large) = 0.5;

osmall) = 0 — aofin(small) = 0.5 — 0.5 x
0.5=0.25;

o(Very small) = ¢(small) + Sign(Very
small)x(fin(Very small) — 0.5fim(Very small))
=0.25+(-1) x 0.5 x 0.5 x 0.5 = 0.125;

o(Little small) = @(small) + Sign(Little
small) x (fm(Little small) — 0.5fm(Little
small)) = 0.25 + (+1) x 0.5 x 0.5 x 0.5 =
0.375;

large) = 6 + afm(large) = 0.5 +
0.5x0.5 =0.75;

o(Very large) = ¢flarge) + Sign(Very
large)x(fin(Very large) — 0.5fim(Very large))
=0.75+ (+1) x 0.5 x 0.5 x 0.5 = 0.875;

o(Little large) = @(large) + Sign(Little
large)x(fim(Little large) — 0.5fm(Little large))
=0.75+ (-1) x 0.5 x 0.5 x 0.5 = 0.625.

3.5. Optimal FCHA

The main aim of a control problem is to
regulate the controlled object into its stable
state or to minimize a goal function defined
on the whole controlled process. In order to
find the optimal parameters for designing a
fuzzy controller, we have to examine an
optimal problem for the whole controlled
process.

(1) Determine the control problem:
Suppose that we have a fuzzy control
problem of an application for which we can
determine the following factors:

- A fuzzy rule-base with linguistic
descriptions, which represents an expert
knowledge of the application domain for
defining the state and control action values of
the controlled object in every control cycles;

- Establish a discrete control model,
equations (3), which defines the computation
relationship between numeric-valued states
of the controlled object and numeric-valued
control action in each control cycle;

- A criterion for evaluating the
effectiveness of the control method: Goal
function g(xy, ..., x,.), where xi, x», ..., x,, and
u can be computed by formulas defined by
the established control model.

(2) Construct an optimal control
algorithm based on HAs: This step consists
of the following tasks:

- Considering parameters of the fuzziness
measure of a primary term and hedges as
design variables and determining their
intervals;

- Constructing a Fitness-Algorithm to
evaluate the fitness level of the parameters
for GA based on the calculation of the state



values of the controlled object and the
control action.

- Optimizing the parameters using GA. In
this paper a GA is used as the search
algorithm and based on the code of
Chipperfield et. al. (1994).

4. Fuzzy controllers of the cantilever
beam

The fuzzy controllers are based on the
closed-loop fuzzy system shown in Figure 5.

ds_
) > FUZZY
>y| CONTROLLERS
A 4 M.
A F
| May v
#1 (92 93 ¢4 45—
X : : :
IR
L
V5 o ds
A 4

Figure 5. Fuzzy controllers of the beam

Where, M., is determined by above-
mentioned controllers, ds and vs are
determined by equation (3).

The goal of controllers is to reduce
vibration amplitude at the cantilever beam’s
free tip.

It is assumed that the universes of
discourse of two state variables are - d" < ds
<d;-v <vs<v (see Figure 2 and 3) and of
the control moment is - 0.002 Nm < M, <
0.002 Nm.

In the following parts of this section, the
authors will present establishing steps of the
controllers.

4.1. Conventional fuzzy controller (FC) of
the beam

In this subsection, FC of the beam is
established (establishing steps of a FC could
refer in Mandal, 2006) using Mamdani’s
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inference  and centroid defuzzification
method with nine control rules.

4.1.1. Constructing the membership functions

Three membership functions for ds and vs
in their intervals are established with values
negative (N), zero (Z) and positive (P) as
shown in Figure 6 and 7.

Then, five membership functions for M,
in its interval are established with values
negative big (NB), negative (N), zero (2),
positive (P) and positive big (PB) as shown
in Figure 8.

ds (m/s)

-d 0 d
Figure 6. Membership functions for ds

N 112 P

vs (M/S)

*

-y 0 %

Figure 7. Membership functions for vs

NB N z P PB
M, (Nm)
-0.002 -0.001 0 0.001 0.002

Figure 8. Membership functions for M,

4.1.2. Constructing rule base

The fuzzy associative memory table
(FAM table) is established as shown in
Table. 1.

Table 1. FAM table.

ds =

N  Z
N PB P Z
z P zZ N
p Z N NB
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4.2. Hedge-algebras-based fuzzy controller
(HAFC) of the beam

In FC, the FAM table is formulated in
Table 1. The linguistic labels in Table 1 have
to be transformed into the new ones given in
Table 2, that are suitable to describe
linguistically reference domains of [0, 1] and
can be modeled by suitable HAs. The HAs of
the state variables ds and vs are AX; = (x;, G,
C, H, <), where x; = ds or vs, G = {small,
large}, C = {0, W, 1}, H = {H, H'} =
{Little, Very}, and the HA of the control
variable AM = (M., G, C, H, <) with the
same sets G, C and H as for ds and vs,
however, their terms describe different
quantitative semantics based on different real
reference domains.

The semantically quantifying mappings
(SQMs) ¢ are determined and shown in
Table 3 (see subsection 3.4). Like this, we
have the SAM (semantic associative
memory) table with semantically quantifying
mappings (ds and vs are replaced with dss and
vss, respectively) as shown in Table 4.

Table 2. Linguistic transformation

NB N Z P PB
Very small small W large Very large
Table 3. Parameters of SQMs
Very small small W large Very large
0.125 0.25 0.5 0.75 0.875
Table 4. SAM table.
ds, =
small: 0.25 W:0.5 large: 0.75
el Vel le s
W:05 large:0.75 W:0.5 small:0.25
large: g5 small g0
0.125

| | . Domain of ds
-d 0 d
l l . Domain of ds,
0.25 0.5 0.75
Figure 9. Transformation: ds to dss
I | L. Domain of vs
-V 0 v
| | . Domain of vs,
0.25 0.5 0.75
Figure 10. Transformation: vs to vss
| | . Domain of M,,
-0.002 0 0.002
l l . Domain of M.,
0.125 0.5 0.875
Figure 11. Transformation: M, to M_;
1
0.8 A
¢ 0.6 1
= 04 -
0.2
0 1 1 ] ] ]

0 01 02 03 04 05 06

dss X Vss
Figure 12. Quantifying Semantic Curve

The semantization for each linguistic
variable are defined by the transformations
given in Figure 9-11 (M, is replaced with
M,;). The new terminology “semantization”
was defined and accepted in Ho et al. (2008).

The Quantifying Semantic Curve (QSC)
is linearly established through the points that
present the control rules occurring in Table 4
as shown in Figure 12.

4.3. Optimal HAFC (OHAFC) of the beam

The parameters of the fuzziness measure
of a primary term and hedges are now
considered as design variables and their
intervals are determined as follow:



6=[0.4+0.6]; «=1[0.4 +0.6].
The goal function g is defined as follow:

a0 0]
;Ld) (*)2}'”“” “

Where, 7 is the number of control cycles.

The parameters using GA are determined
as follow (Chipperfield et. al., 1994): number
of individuals per subpopulations: 20;
number of generations: 200; recombination
probability: 0.8; number of variables: 2;
fidelity of solution: 20.

5. Results and discussion

The results include: the optimal QSC of
OFCHA, the displacemnt ds and velocity vs
obtained from the fuzzy controllers.

The optimal QSC of OFCHA is shown in
Figure 13. The difference between the
optimal QSC (Figure 13) and the initial QSC
(Figure 12) demonstrates that we can search
different values of ¢ and « to obtained
reasonable parameters for an HAFC.

The displacement and velocity at the free
tip of the cantilever beam are shown in
Figures 14 and 16, respectively. From the
figures, we realize that by using fuzzy
controllers the structural displacement and
velocity output responses have the effect of
suppressing vibration. As indicated in these
figures, the effects of suppressing structural
vibration from the proposed method
(OHAFC and HAFC) are more efficient than
the conventional control method (FC).

1
0.8 1
. 0.6 1
0.4 1
0.2 1

0 T T T T T

0 01 02 03 04 05 06

dss X Vss

Figure 13. The optimal QSC of OFCHA
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Figure 15. Variations of the vibration
amplitudes of the beam’s free tip, %.

The wvariations of the vibration and
velocity amplitudes of the beam’s free tip are
shown in Figure 15 and 17, respectively.
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Figure 17. Variations of the velocity
amplitudes of the beam’s free tip, %.

It is seen that, the displacement and
velocity amplitudes of the beam’s free tip are

reduce about 17% (FC), 26% (HAFC) and
14% (FC), 23% (HAFC), respectively. The
above meaning values should be cared when
selecting a controller for structural active
control.

6. Conclusions

In the present work, new fuzzy controllers
based on HAs are applied for active control
of a cantilever beam subjected to a
concentrated harmonic force at its free tip.
The main results are summarized as follows:

The algebraic approach to term-domains
of linguistic variables is quite different from
the fuzzy sets one in the representation of the
meaning of linguistic terms and the
methodology of solving the fuzzy multiple

conditional reasoning problems. It allows
linearly  establishing the  Quantifying
Semantic  Curve through the points

corresponding to the control rules. Hence, the
defuzzification method of the HAFC is very
simple. The semantic order is always
guaranteed.

It is clear that the OHAFC and HAFC are
simpler, more effective and more
understandable in comparison with the FC.

In fuzzy logic, many important concepts
like fuzzy set, T-norm, S-norm, intersection,
union, complement, composition... are used
in approximate reasoning. This is an
advantage for the process of flexible
reasoning, but there are too many factors
such as shape and number of membership
functions, defuzzification method, ...
influencing the precision of the reasoning
process and it is difficult to optimize. Those
are subjective factors that cause error in
determining the values of control process.
Meanwhile, approximate reasoning based on
hedge algebras, from the beginning, does not
use fuzzy set concept and its precision is
obviously not influenced by this concept.
Therefore, the method based on hedge
algebras does not need to determine shape
and number of membership function, neither
does it need to solve defuzzification problem.
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Besides, in calculation, while there is a large
number of membership functions, the volume
of calculation based on fuzzy control
increases quickly, meanwhile the volume of
calculation based on hedge algebras does not
increase much with very simple calculation.
With these above advantages, it is definitely
possible to use hedge algebras theory for
many different controlling problems.
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Abstract

In this paper, design and simulation of two types of cantilever are presented. For the
mechanical cantilever, we have designed it using rectangular and triangular structures, which
shown the effect of geometry on resonant frequencies and force constant. For the magnetic force
driven cantilever, we propose a mechanical model with Ni plate controlled by solenoid coil. We
have analyzed some properties such as the effect of Ni plate on the resonant frequencies, the
dependence of force on the electric current | and number of solenoid loops N. This is important
information for designing more complex MEMS structure in which the mechanical and magneto

electric interaction need to be included.

Key Words:. are given here

1. Introduction

One of the important instruments of
micro/nano technology is Atomic Force
Microscope (AFM). This is equipment which
allows to record the surface image and to
analyze the materials from nano- to atom-
size. Moreover, AFM is used to investigate
various interactions between a surface
sample and the tip of a probe such as atomic
interaction, friction, magnetic, electrostatic
and attractive (adhesive) forces etc.

This article aims at designing and
modeling of the cantilevers using for AFM.
This is important and necessary step before
fabrication of the cantilever. We have

applied the finite element method (FEM)
with the ANSY'S software for designing and
modeling the cantilevers. Out of general
silicon cantilever working in air, we focus
here on design special mechanical cantilevers
used in gaseous and liquid media and the
cantilever which is exited by magnetic force
that allows operating in the liquid medium
and is suitable for studying biological
samples.

2. Comprehensive design

As mentioned above, the design and
simulation of two types of cantilever have
been realized in this work.
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The first type is a Si-based mechanical
cantilever (see Fig. 1) which operates in two
modes: contact mode and half-contact mode.
In the half-contact mode, the compulsory
oscillation of the cantilever is stimulated by a
piezo-actuator located at the end of the
cantilever. This cantilever is designed with
different geometric structures, namely the
rectangular and triangular ones, and different
resonant frequencies. In this design, we have
focused on the two resonant frequencies
regions: 300-600 kHz, the high frequency
region suitable for measurements in gaseous
media, and the 10-100 kHz, the Ilow
frequency region suitable for measurements
in liquid media.

e ANSYS

TES A% B
FERL B

Fig. 1: The designed rectangular cantilever
with the dimensions w: L=250um, W=35um,
and T=1,3um after split gird lines

Our calculation showed that the resonant
frequencies of the cantilever are inversely
proportional to its length L and proportional
to its width W and height T (see the details in
Tab. 1). Based on these results the optimal
configurations for the cantilevers having the
required resonant frequencies (in this case in
the 150-300 kHz and 10-20 kHz regions) can
be chosen.

The second type of cantilever is that
which is driven by a magnetostatic force. The
design of this type aims at the AFM
measurements in liquid media, which require
the electric insulation of the cantilever as
well as the large force to resist the oscillation
loss in liquid media.

Dung C.T. P. et. al.

Table 1: Dependence of resonant frequencies
onL, W, T of a rectangular cantilever

L W T Eesonani L W T Resonant
gum) | Gum) | Gum) | frequendes | (umd| Gum) | Guom) | frequencies
(KHz) (KHz)
a0 35 17 243,420 130 35 17 F5411
a0 35 2 303,430 130 35 2 113,020
a0 35 23 365,960 130 35 23 141,300
100 35 17 158,720 350 35 1 7,721
100 35 2 185308 350 35 13 10,833
100 35 23 235200 250 35 13 1857
100 35 25 262,530 250 30 13 19355
100 35 27 280,310 250 25 13 19952

In this case, the cantilever consists of a Si
cantilever coated with a ferromagnetic layer.
The cantilever is stimulated to oscillate by an
alternating magnetic field produced by a
solenoid coil. This system allows controlling
the cantilever in half-contact mode in the
liqguid media. Its structure consists of two
parts:

I/ The cantilever is a silicon one coated
with a ferromagnetic layer such as Ni or Ni-
Fe (see Fig. 2).

s ANSYS

MAT WM TIB 11 i00s
16:43:42

Fig. 2. Model of the Si- cantilever coated
with a ferromagnetic layer

ii/ The magnetic coils is designed based
on the solenoid coil structure (see Fig. 3)
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Fig. 3 Principle structure of the exiting coil
and its equivalent magnetic circuit
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Force constant for this type of cantilever
has also been considered to calculate its
resonant frequencies. As applying a Fz force
along the z axis on the cantilever end, the
cantilever will deflect a distance of A at its
end. This force constant k is specified as k =
F,/A. Some simulation results of this model
are presented in Figs. 4-7.

: ELEMENTS ANSYS

FEB 23 Z008
23:23:41

an

Aflcantileve]

Fig. 4: Simulation of the force applied on the
cantilever

P — ANSYS
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Fig. 5: Simulation of the moving of the
cantilever under an applied force
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Fig. 6: The resonant frequency of the
designed AFM system
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the cantilever with N= 500 circle, | = 15 mA

3. ConclusionS

In this paper, design and simulation of
two types of cantilever are presented. For the
mechanical cantilever, the rectangular and
triangular structures have been considered,
which has shown the effect of geometry on
resonant frequencies and force constant. For
the magnetic force driven cantilever, we have
proposed a model with the Ni plate
controlled by the solenoid coil. For this
structure, we have also analyzed some
properties such as the effect of Ni plate on
the resonant frequencies, the dependence of
force on the electric current 1 and number of
solenoid loops N. This information is
important for designing more complex
MEMS structure in which the mechanical
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and magneto electric interaction need to be
included.
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Abstract

A novel design of sensing microgripper based on silicon-polymer electrothermal actuator and piezoresistive force-
sensing cantilever beam was presented in [1]. The actuator consists of a silicon comb structure with the aluminum
heater on the top and the filled polymer in between the comb finger. The sensor consists of a silicon cantilever with
the sensing piezoresistors on the top. The measured microgripper jaw displacement is up to 32 um at the applied
voltage of 4.5 V. The maximum average temperature change is 177 °C. The output voltage of the piezoresistive
sensing cantilever is up to 49 mV at the jaw displacement of 32 um.

This paper presents mechanical analysis for above developed devices based on the finite element simulation and
also classical mechanical theory. These devices can be optimized not only on the displacement but also the output
force. This proposed sensing microgripper can potentially be used in automatic manipulation system in
microassembly, living cell handling, minimally invasive surgery and micro robotics.

Key Words: Direct displacement method, Electrothermal actuator, Microgripper, Sensing microgripper,

1. Introduction

When  manipulating  microobjects,
dexterity, accuracy and speed are

2. Sensing microgripper design and
the operations

Ref [1] presents the design and operations

considerably improved when the force on the
objects can be sensed and controlled in real-
time [2]. The development of such
miniaturized manipulators is of great interest
for operating on living cells, minimally
invasive surgery (MIS), microrobotics and
microassembly.

This paper presents mechanical analysis
for a novel design, which is presented in [1]
based on the finite element simulation and
also classical mechanics theory. The devices
can be optimized not only on the
displacement but also the output force.

principle of the sensing microgripper based
on electrothermal silicon-polymer actuator
and piezoresistive force sensing cantilever
beam. In Figs. 1 and 2 schematic drawing of
the sensing microgripper is shown. The
structure is based on the combination of a
silicon-polymer electrothermal
microactuators and piezoresistive lateral
force-sensing cantilever beams. When the
electrothermal actuator is activated the
microgripper’s arm and also the sensing
cantilever are bent. This causes a difference
in the longitudinal stress on the opposite
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sides of the cantilever. This changes the
resistance  values of the  sensing
piezoresistors on the cantilever. The
displacement of the microgripper jaws can be
monitored by the output voltage of the
Wheatstone bridge of the piezoresistive
sensing cantilever beam. The contact force
between the microgripper jaws and clamped
object is then determines based on
displacement and stiffness of microgripper
arm [1].

Figure 1. Schematic drawing of the sensing
microgripper.
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Figure 2. Front-side view and cross-side view of a
sensing microgripper arm with geometry symbols and
parameters.

The microgripper is designed for normal
opened operating mode. Each actuator has a
silicon comb finger structure with the
aluminum metal heater on top. A thin layer
of silicon nitride is employed as the electrical
isolation between the aluminum structure and

T. Chu Duc et. al.

the silicon substrate. Each actuator consists
of silicon comb fingers with SU8 polymer
layers in between. When the heater is
activated, the generated heat is efficiently
transferred to the surrounding polymer
through the deep silicon comb finger
structure that has a large interface area with
the polymer layer. The polymer layers
expand along the lateral direction causing
bending displacement of the actuator arm.

The force sensor design is based on the
lateral force-sensing piezoresistive cantilever
beam. The four piezoresistors are located on
the cantilever beam structure and connected
to create a Wheatstone bridge (see Figs. 1
and 2). The piezoresistors are aligned along
the [110] direction in the (001) crystal plane
of the silicon wafer. The resistor pair located
on the cantilever are stress sensing resistors.
When the electrothermal actuator is activated
the cantilever beam is bent parallel to the
wafer surface. Therefore, the differential
change of resistance occurs on the two
resistors Rs; and Ry, (see Fig. 2). The
resistance change of the piezoresistors
depends on the displacement u of the tip of
the cantilever beam.

TABLE |I. Geometry of the sensing
microgripper design
Parameters Symbol | Value | Unit
Actuator/Cantilever length L 390 | um
Actuator/Cantilever thickness T 30 | um
Silicon finger width Hs; 6 um
SU-8 layer width Hsys 3| um
Aluminum heater width Hy 2 um
Comb finger width Weoms 75 | pm
Silicon bone structure width Wone 10 | pm
Gap between actuator and sensing | Weqp, 22 um
cantilever
Cantilever width Wean 12 | pum
Microgripper jaw length Lo 100 | pm
Microgripper jaw width Wiaw 28 um
Tip width Wip 20 um
Distance between two jaws it 40 | um

The operation principle of the sensing
microgripper based on silicon-polymer
electrothermal actuator and piezoresistive
force sensing cantilever is thoroughly
understood using mechanical analysis. It is
essential to know the linear expansion of the
silicon-polymer stack in order to find the
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mechanical deflection and stiffness of the
sensing actuator.

3. Thermomechanical finite element
modeling

To simulate the performance of the proposed
sensing microgripper, a finite element
modeling software COMSOL (Comsol Inc.)
is used. The related material properties are
assumed to be temperature independent. The
three-dimensional (3D) thermo-mechanical
model is used to determine the steady-state
temperature distribution within the actuator
and sensing cantilever structures. The
thermal expansion and resulting actuator
displacement is computed based on the
temperature results.

The actuator is modeled in air. The silicon
comb structure acts as the heat source and the
heat sinks to the rest of the gripper arm. The
substrate is assumed to be thermally
grounded and thus the temperature of the
device anchors is fixed and equal to the
ambient temperature. The heat dissipation
through convection and radiation to the
ambience can be neglected in comparison
with the heat losses due to conduction to the
actuator anchors when the working
temperature is below 500 K [3-5].

Figs. 3 and 4 show the steady-state
temperature profile in the actuator and
sensing cantilever when the microgripper
jaws displacement is 25 um at the applied
voltage of 4.5 V. The maximum temperature
change of 195 °C in the actuator occurs
approximately at 300 um far from the anchor
along its longitudinal axis. The temperature
in the cantilever changes linearly from
ambient temperature at the anchor point to
189 °C at its tip. The simulated temperature
at the microgripper jaws is 190 °C.
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Figure 3. The modeled thermal profile and deformed
shape of the actuator and sensing cantilever at the
applied voltage of 4.5 V.

Temperature profile on actuator |
——-Temperature profile on cantilever
T T T T T

50 100 150 200 250 300 350 400
Position - pm

Figure 4. The steady-state thermal profile on actuator

and cantilever.

The average working temperature in the
electrothermal actuator is estimated by the
above simulated temperature at the middle
point of all comb fingers. Fig. 5 shows the
simulated microgripper jaws displacement
versus the average temperature change and
also the maximum temperature change. The
maximum  displacement of the two
microgripper jaws dj,., IS 25 pm at the
average temperature change of 150 °C
corresponding to a maximum temperature
change of 195 °C (see Fig. 4). The
displacement of the sensing cantilever d.,, is
also simulated and shown in Fig. 5. The
maximum sensing cantilever tip
displacement is 9.3 um when the
microgripper jaws displacement is 25 um
(see Figs. 1 and 5). The initial gap between
the two jaws of the microgripper is designed
to be 40 pm. Therefore, this proposed
sensing microgripper is expected to be
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capable of grasping microobjects with a
diameter of 15 to 40 um.

The simulated static lateral stiffness K; of
the sensing microgripper arm is 1.8 kN/m.
This value is obtained by using a mechanical
model with the external lateral load at the
microgripper jaws. The maximum output
force of this microgripper is calculated
through the maximum displacement of a
microgripper arm and its stiffness of 22.5
mN.

Maximum temperature change - °C
65 130 195

25} e S D —

= =-Sensing cantilever tip displacement

20+

Displacement - um

-
-
-

0 50 100 150
Average temperature change - °C

Figure 5. The simulated microgripper jaws
displacement and the cantilever tip displacement versus
the average working temperature change and maximum

temperature change.

4. Mechanical analysis of sensing
microgripper

A simplified structure which is used to
analyse the sensing microgripper under the
change of temperature is shown in Fig. 6.
Here, lines 4B, CD and EF denote beam
elements representative of silicon-polymer
stack, silicon bone, and silicon sensing
layers, respectively. Those beam elements
are fixed on one end, and connected together
by a rigid beam BDF on the other end.
Denote Ej;, 4; and I; to be Young’s modulus
of material, cross-section area and moment
of inertia of cross-section for the beam ij,
respectively.

The silicon-polymer stack beam A4B
length increases when a power is applied.
The performance of the silicon-polymer
stack is analyzed based on the hydrostatic

T. Chu Duc et. al.

pressure due to constraint effect [6]. Note
that for the beam AB, equivalent values of
the above parameters are adopted on [1, 6].

In this calculation, it is assumed that the
change of average temperature on elements
AB and CD is AT.

. \ IANNNRNNN ANNN

Figure 6. Frame structure to analyse the sensing
microgripper

4.1. Sensing microgripper
displacement analysis

Fig. 7 shows the deformation of the structure
under the change of temperature in beams AB
and CD. In the figure, Z; and Z, denote the
unknown rotation and vertical deflection of
the rigid beam BDF. Here, it is assumed that
the axial expansion of elements EF is
neglected.
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Figure 7. Deformation of the structure

In order to calculate the displacement and
the output force at the jaw tip of the sensing
micro gripper, the direct displacement
method is used. Under the change of
temperature A7, the governing equation for
the system is given by :

KZ(T) = R(T) ()

where

n n Z, (T T
K:|:11 12};20):{ 1 )};and R(T):{Ri( )}(2)
YY) ZZ(T) RZ(T)
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denote stiffness matrix of the structure,
displacement vector and output force vector,
respectively.  To  determine  stiffness
coefficients, unit displacements are applied.
Diagrams of bending moments in structural
elements are performed in Figs. 8 and 9 for
the cases of Z;=1 and Z,=1.
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Figure 8. Diagram of the bending moment due to
21:1
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Figure 9. Diagram of the bending moment due to
22:1

Axial forces in elements 4B and CD
under the applied unit displacement Z;=1 are
given by
N8 _ALapEapdap _ hEapdap

L L (3)
NP _ ALCDEfDACD _ hZECfACD

Note that axial forces in elements AB and
CD due to Z,=1 are zeros. Based on
conditions for static equilibrium of the
structure, stiffness coefficients are given by :
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2 2
7y = 4Euplap  AEcplep | AEprlpr W Eapdap | Mo EcpAcp ‘

L L L L L
= E gl , WREcplep |, 12Eprler
V5 b5 V5
6E 51,5 6Ecplep BEul
r]-z:rﬂ:_[ ALBZAB+ C;CD+ Ez;EFj
®)

Components R;(T) and Ry(T) of the force
vector are calculated based on axial forces on
elements 4B and CD due to the change of
temperature A7 . We have
R(T)=yqATE yg A ph+ apATEcp Acphy,

Ry(T)=0

(6)

Solving the equation (1), we yield
_moR(T) . _ npR(7)

aD==a 0= ()

where det K = 7 - (r12)°. Vertical
displacement y(T) of the microgripper jaw tip
under the change of temperature is therefore
given by

Ry(T)

WI) = 24TV gy + 22(T) =22 oL —n2) - (8)

4.2. Sensing microgripper output force
analysis

The structure shown in Fig. 10 is adopted to
estimate the contact force between the
microgripper jaw and the manipulating
object.
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Manipulating object

Figure 10. Structure for solving the output force

The unknown force F is calculated from
the following condition
W)+ y(F) =Ty ©)

where y(F) denotes the vertical displacement
due to the reaction force F. Similar to the
above procedure, the governing equation for
solving the displacement y(F) is given by
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KZ(F) = R(F) (10)

where
Rl(F) = _FLjaw; RZ(F) =-F

Solving the equation (10), we yield

Zy(F )—d tK{ R (F) =Ry (F)},

Z(F)=-——{no(F) - iRy ()}
The vertical displacement of the jaw tip

due to the reaction F is given by :
Y(F) = Z1(F) L jgp + Z(F)

— {2 RF) - noRo ()] Ljy + Ro(FIna - Ri(F)na)

Taking the above result in to equation (9),
we obtain the value of gripping force
_ Rl(T)(rZZLjaw_’lz)_h3 det2K (13)
ni- 2’12Ljaw +122 (Ljaw)

5. Fabrication

The realized sensing microgripper is shown
in Fig. 11. The device is 490 um long, 350
pm wide, 30 um thick and with a 40 um gap
between the two jaws. The piezoresistive
force sensing cantilever is 390 um long, 10
um wide with four piezoresistors on the
surface [see Fig. 11(b)]. The fabrication
process is based on the DIMES bipolar
process and the silicon-polymer actuator
process described in [1, 7].

The processes separately developed for
the sensor and the actuator part of the system
are CMOS compatible and thus can be easily
combined as shown in Fig. 12. The first part
[Figs. 12(a)-(c)] is essentially the process
used for the sensor fabrication. The process
for the actuator is then implemented [Figs.
12(d)-(f)] and due to the above mentioned
compatibility does not have any negative
effect on the sensor functioning.

T. Chu Duc et. al.

Figure 11. SEM plcture of (a) the sensing microgripper
and close-ups of (b) the piezoresistors; (c) the jaws, and
(d) a section of the thermal actuator.
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Figure 12. Schematic view of the sensing microgripper
fabrication process.
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6. Measurement Results

Fig. 13 shows the displacement response of
the microgripper jaws in air when a dc
voltage is applied on the electrothermal
actuator. This measured movement is the
total change between the two microgripper
jaws position when both arms are activated.
The measurement error is estimated to be
+1.5 um. The measured results meet the
simulated value within 7.5 %. A maximum
movement of 32 pum is measured at a 4.5 V
applied voltage. Therefore, this microgripper
is capable of manipulating a microobject
with a diameter between 8 and 40 um.
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Figure 13. The simulated and measured sensing
microgripper jaws displacement versus applied voltage.
The maximum measured displacement is 32 um at 4.5
V.
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Figure 14. The simulated and measured sensing
microgripper jaws displacement versus average
working temperature.
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The results of the thermal characterization
are also shown in Fig. 14. The values
obtained with the external heat mode meet
the electrical and simulated ones within 7 %
and 5 %, respectively. It indicates once again
that the aluminum deposition process
behaves as expected and the average working
temperature of the actuator can be well
estimated from the resistance change of the
aluminum heater.

Fig. 15 shows the diagrams of the vertical
displacement of the microgripper jaws versus
the change of temperature. Here, the glass
transition temperature of SU8 is 120 °C. The
temperature expansion coefficients of SU8
on glass phase and rubber phase are 50 and
150.7 ppm, respectively.

Figs. 14 and 15 shows that the simulated
and mechanical analysis results are meet the
experimental measurement of the fabricated
devices.
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Figure 15. Sensing microgripper jaw displacement
versus average working temperature

7. Conclusions

A novel sensing microgripper  with
dimensions of 490 um long, 350 pum wide
and 30 pum thick is presented which can be
used to grasp an object with a diameter
between 8 and 40 pum. It provides a jaws
displacement up to 32 um at only 45 V
applied voltage, with a maximum average
working temperature change of 176 °C.
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The operation principle of the sensing
microgripper based on silicon-polymer
electrothermal actuator and piezoresistive
force sensing cantilever is investigated based
on FEM tool and classical mechanics
analysis. The simulated and analysis results
are met the experimental measurement. This
simulation and analysis can be used for
optimizing the mechanical structure of the
design. Therefore, the characteristics of this
sensing  microgripper are such that
manipulation of small objects will be more
efficient, more accurate and with less fatigue
than currently available grippers due to its
large jaws displacement and force sensing
sensitivity.
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Abstract

Most accelerometers are composed of a mass, a spring, and a damper. The acceleration can be
quantified from an equation of dynamic motion expressed in terms of the relative moving displacement.
Therefore, if the moving displacement of a seismic mass is inferred from the output signals of a single-
degree-of-freedom system, the acceleration can theoretically be obtained by a deformation response factor
expressed in the relation between relative displacement and excited acceleration. A reflective grating
panel-fiber optic sensor can measure the relative displacement by the movement of a grating panel
attached to the seismic mass. The present study is part of an ongoing work to develop grating panel- fiber
optic sensors for application in civil engineering. In order to fabricate an adequate probe based on the
aforementioned sensing principle, microscopic rotation (< 0.007 degree) should be prevented for stable
reflectivity. Therefore, this paper describes the optimum design of a mass-spring structure that features a
large linear motion range of the leaf spring without rotation of the seismic mass. Finite element analyses
were carried out for a mk model of reflective grating-fiber optic sensor probe. The leaf springs were
employed for strict linear motion and parametric studies on the design of the leaf spring were conducted.
In order to lend flexibility to the leaf spring, it is divided into N equal parts (N= 3, 4, 5). Parametric
studies were also carried out on the length of the seismic mass, the arm width, and the length of the leaf
spring, as well as moment balancing design. Through comparison of the FEA results, the optimal design
of the leaf spring was determined over the measurement range of acceleration and frequency within the
linear elastic region of the leaf spring. Finally, the fabricated accelerometer was successfully tested at
13.5Hz excitation.

Key Words: Leaf Sporing, Finite Element Analysis, Relative Moving Displacement, Accel erometer

for the measurement of acceleration,
earthquake events, and tilt angles [1-4].
Particularly, a cantilever design was widely
Single degree of freedom (SDOF) systems adapted as a spring. Because the minor
have been widely adapted in sensing probes lateral mode or rotation of the seismic mass

1. Introduction
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are typically permitted for normal operation
in conventional capacitance and magnetic
based sensor. However, under a sensing
principle where a reflected signal from a
reflective material of an object is exploited,
microscopic rotation and lateral mode should
be prevented for normal operation. In this
regard, most SDOF systems in sensing
probes required strict SDOF motion for high
accuracy.

For enhancing the reliability of this
sensing principle, advanced mrk model is
necessary to ensure safe operation without
lateral mode and rotation of proof mass. To
this end, a leaf plate may be employed as a
spring. A leaf spring which embedded a hole
at center is particularly useful for providing
linear motion of seismic mass. The hole is
helpful to support the mass for strict linear
motion. To apply this model, an optimal
pattern for the leaf spring should be
constructed through a parametric study.

This paper describes the optimum design
of a mass-spring structure that features a
large range of linear motion of the leaf spring
and no rotation of the seismic mass. Static
and dynamic analyses were conducted for
optimal leaf spring pattern and predicting the
probe performance. A leaf spring was
employed for strict single degree of motion,
and parametric studies on the design of the
leaf spring were conducted. First, in order to
provide flexibility to the leaf spring, it is
divided into N equal parts (N= 3, 4, 5).
Parametric studies were then carried out on
the length of the seismic mass, the arm
width, and the length of the leaf spring, as
well as the moment balancing design.
Through a comparison of the FEA results,
the optimal design of the leaf spring was
determined over the measurement range of
acceleration and frequency within the linear
elastic region of the leaf spring. Finally, the
best pattern for the leaf spring was developed
using commercial software, ABAQUS 6.7.
The results of the FEA were applied to a
fabrication design of leaf spring. After
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assembly of fabricated each components,
acceleration test was implemented.

2. Finite Element Analysis (FEA)

This study was conducted to determine an
adaptable sensor structure that has a minimal
torsion effect and lateral mode and to
improve the linear range to provide a wide
measurement window.

2.1. Description of FEA model

Figure 1 shows the configuration of the
finite element (FE) analytical model (63,813
nodes and 54,559 elements) of a m-k system
that includes a grating panel that induces
variation of the reflected light. The sensing
probe is composed of two leaf springs
(element type S4R), a seismic mass (element
type C3D8R), and the grating panel (element
type S4R).

Using this m-k model, finite element
analyses were performed to determine the
optimal design for the sensing probe of the
reflecting grating-optical fiber sensor.

Seismic mass

Leaf spring

L (length of

'eng «— Grating panel
seismic mass)

Figure 1. Configuration of detailed m-k
model at the FE model

2.2. Description of parameters

The leaf spring has a circular shape, as
shown in Fig. 2. Control variables were an
external radius of 10mm and an internal
radius of 5mm. The leaf spring was divided
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into N equal parts to lend flexibility to the
spring (N= 3, 4, 5). The length of the seismic
mass, L, was varied with the aim of
providing a larger measurement frequency
range and reduced rotation of the seismic
mass. The arm width of the leaf spring, W,
and the gap between each part, G, were
considered for adaptable spring stiffness,
minimizing torsion, and maximizing the
range of linear motion. In addition, a moment
balancing design, that is, positive moments
offset negative moments, was employed to
minimize rotation of the seismic mass. Two
strategies in particular were adopted for the
structural  configuration:  reversing the
direction of the top and bottom leaf springs
and employing the moment-offsetting design
in each leaf spring. Lastly, the arm length of
the leaf spring was varied with the aim of
obtaining greater sensitivity and a larger
linear motion range within the linear elastic
region of the leaf spring, as shown in Table
1.

Table 1 Description of design parameters

design

W (arm width

B (supporting width) of Leaf spring)

V by
> of Leaf spring)
T / % External radius : 10mm
/ Internal radius : 5mm

_ﬁe
G (gap between the parts)

\L ﬂ \_ AL (arm length
B

S (arm gap of
Leaf spring)

Figure 2. Schematic illustration of
detailed parameters at the leaf spring

2.3. Conditions of FEA

The materials of the seismic mass, leaf
spring, and grating panel were assumed to be
aluminum (7075), copper beryllium alloy
(C17200), and quartz, respectively. Table 2
shows the material properties applied in the
FEA.

Table 2 Material properties used for FEA

Parameter Objective Method
N (number of L?a.f spring 1S
- divided into N
equal parts at Flexibility
one leaf spring) equal parts
(N=3,4,5)

L (length of the
seismic mass)

Larger measurement
frequency range
(high natural

Mass length is
reduced

frequency)
W (arm W?dth of Min_imize]:cfthe
leaf spring)  Adaptable spring ;cr)\rslr?nr;iirr?iite
G (gap between stiffness the linear

the parts) motion range
Higher sensitivity C;Piwegength
and larger linear : .
- o AL was defined
AL (arm length)  motion range within
- : . the number of
linear elastic region arm line
of leaf spring '
Reverse

direction of the
top and bottom

Moment Prevent microscopic  leaf spring

balancing rotation (< 0.007 °) in each leaf
spring,
moment-

offsetting

Copper
Aluminum Beryllium Quartz
(7075) Alloy (Fused)
(C17200)
Poisson’s ratio 0.33 0.30 0.17
Young’s
modulus(Gpa) 717 127.5 74
Density( kg / m?) 2810 8250 2200

2.4. Static and dynamic analysis

Verification models for the effects of the
aforementioned parameters were designed.
Figure 3 describes the eight FE models for
verification of N, AL, and moment balancing.
The results of the eight model designs were
provided in Figure 4. Figure 4 (a) shows the
F-S curve of the leaf spring and Figure 4 (b)
shows the rotation angle of the seismic mass.

@TR (FO ()FO-1 (d)FO-2
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Figure 4. The FEA result from
nonlinear static analysis

In terms of the linear motion range and
sensitivity, models FO-7 and FO-11, shown
in Figs. 3 (g) and (h), respectively, provided
the best performance due to their low spring
coefficient (0.080 and 0.083 [N/mm]).
Consequently, the pattern of FO-11 is the
best thanks to its rotation angle of 0.00049
[degrees] within the linear elastic region of
the leaf spring.

2.5. Summary of FEA results

The evaluation criteria were lateral mode
and rotation angle, range of linear motion,
and frequency. The results of the FE analysis
within the linear elastic range of the leaf
spring are summarized in Fig. 5.
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Normalized value

Linearity (resolution)
Measurement range of acceleration
Measurement range of frequenc,

-1 FO2 FO-4 FO-7 FO-11  FI

4
o
m
o
m
o

Model
Figure 5. Summary of FEA results based on
four criteria

It was found that the moment balancing
design of FO-2 should be employed. In
addition, to obtain larger linear motion and
high sensitivity, the AL should be controlled
according to the designs of FO-7 or FO-11.

3. Acceleration test

3.1. Acceleration test setup

The basic configuration of an
acceleration transducer is a mass-spring
system housed in a sensor case to cause a
seismic mass effect. To evaluate the
acceleration, a prototype sensor was
fabricated, as shown in Fig. 6. The sensor
case is attached to a vibrating component
whose motion is inferred from the relative
motion between the mass and the sensor
case. Based on this design concept, an
acceleration test was performed. Before the
test, the natural frequency and damping ratio
of the sensor head were measured by a fast
Fourier transform (FFT) and the logarithmic
decrement method under natural oscillation.
The sensor head specifications are shown in
Table 3.
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Table 3. Specifications of sensor head

Natural
frequency (H2) 135
Damping ratio 0.002246
Grating period
400
(um)

e
LR
Data acquisition system (v2011, new focus.lnc)

e
Figure 6. Configuration of the experimental
setup

In the experiment, an EDFA (Erbium
doped fiber amplifier, 1529 nn~1560 nm)
was used as a light source. The beam
reflection on the grating panel is coupled into
two optical fibers fixed on the sensor case.
Reflective light intensity was measured using
the photo detector.

The light intensity signals at the two
observing points are periodic sine wave
functions of displacement with a phase
difference in the quadrature with respect to
each other. Hence, through signal processing,
the measured relative displacement can be
converted into the sensor’s acceleration.

3.2. Estimation of acceleration

From the results of the acceleration test, a
method of estimating the acceleration using
grating panel-optical fiber sensor s
suggested. Figure 7 shows the acceleration
versus time at an excitation of 13.5Hz,
produced via a shaker (VTS100, VTS Co.).
The obtained data from optical fiber sensor

(OFA) was compared with the commercial
accelerometer (393B12, PCB Co.), as shown
in the bottom graph. Thus, the proposed
reflection type grating panel-optical fiber
sensor shows possibility of an accelerometer
through calibrations.

13.5Hz acceleration generated by sheker
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Figure 7. Comparison of a commercial

accelerometer and novel reflection type

optical fiber accelerometer

4. Summary

This paper presents the optimal design of
a novel fiber optic sensor structure composed
of a leaf spring and seismic mass. Ultimately,
this m-k model is intended for application to
grating panel- fiber optic sensors to monitor
the acceleration of civil engineering
structures. The reflected optical signal of the
sensor is influenced by the motion of the
seismic mass. Therefore, the parameters of
AL, N, and moment balancing were studied
via a FEA. Through static and dynamic
analyses, specifications of a virtual
accelerometer with a leaf spring pattern were
inferred. Based on the results of the FEA, the
optimum design of the leaf spring pattern
was determined in terms of providing
maximal sensitivity to motion of the
reflective grating and realizing a reflective
grating-fiber optic sensor. From the
acceleration test, the possibility of estimating
acceleration using the grating panel-optical
fiber sensor was verified at 135 Hz
excitation. Using the proposed sensor system
it was demonstrated that the output signals



28

reflected by the grating panel could be used
for an accelerometer.
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Ping Thé Ba', Pinh Vin Manh’ va Pham Thi Minh Hanh’

ITru’(‘mg Dai hoc Cong nghé, Pai hoc Quéc gia Ha Noi, 144 Xuan Thuy, Caéu Gid'y, Ha Noi;
email:badi@vnu.edu.vn
*Vién Co hoc, 264 Bji Cin, Ba Pinh, Ha Nji

Tém tit:

Nhu cau phét trién ning luong tai tao la mot thuc té, trong do co nguon nang luong song
bién. Bao c4o trinh bay mot sb ket qua ban dau vé nghién ctru chuyen ddi nang luong song bién.
Tt cac nghién ctru tham khao vé tiém ning ning luong séng bién Viét Nam va tim hiéu phan
tich mot sb nguyén ly chuyén ddi ning lwong song, mé hinh, mé phong tinh toan hé thong
chuyén d6i niang luong song bién dang phao ndi da duoc Iya chon nghién ciru xay dung. M6
hinh m6 phong qua trinh chuyen d6i nang luong song thong qua tac dung gy ra chuyén dong
dung cua phao va co cau chuyén doi trong phao da dugc x@y dung. Chuong trinh tinh da dugc
x@y dyng va st dung dé tinh toan khao sat mot s6 tinh ning quan trong cua thiét bi. Kha ning
chuyén d6i nang luong song cho mot s6 céu hinh phao va diéu kién song ciing da duoc tinh
toan. Cac két qua tinh toan va chuong trinh c6 thé st dung 1am co s& cho tinh toan thiét ké, ché
tao cac thiét bi thir nghi€m va phat trién tiép theo.

Tir khod: nang lwong séng, chuyén doi ning lugng song, md phong phao chuyén dbi nang luong song

Céac nghién ctru chuyén déi nang luong

1. Gidi thigu song hién dang dugc phat trién manh trén the

Ning lugng truyén thong hién dang tang
vé gid ca va can kiét vé ngudn cung. Nghién
ciru sir dung nang luong mdi, tai tao la tat
yéu, di va dang duoc quan tdm va phat trién
manh trén thé giéi.

Céc nghién ctru vé ning luong song dang
dugc tién hanh & nhiéu huéng: Nghién ctru
danh gia tiém ning ning lugng séng tai cac
khu vuc; Nghién ctru ly thuyét, thuc nghiém,
thtr nghiém chuyén d6i ning luong song.

giéi voi nhidu loai nguyén ly dugc dé xuat.
Tuy nhién da phan van dang ¢ giai doan thir
nghiém [3,4].

O nudc ta, nghién ctu su dung néng
luong ciing da bit dau dugc quan tam. Da c6
mot s6 nghién ctru vé tiém nang nang luong
song ciing nhu nghién ctru ché tao thiét bi
dugc thuc hién [1]. Két qua nghién ctru tiém
ning cho thiy ngudn ning lugng nay & nudc
ta ciing khong thuc su 16n, chi c6 mot s6 khu
vyc ngoai khoi bién Mién Trung cé tiém
ning dang ké dé khai thac. Tuy nhién bo bién
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nudc ta dai, nhu cau st dung dién cho nhimg
hoat dong ven bién, trén bién va hai dao 1a
rat 16n trong khi ngudn cép tir dat lién thi gip
nhiéu kho khan. Vi vay nghién ctru sir dung
ngudn ning luong song ciing nhu ning luong
bién 1a thuc du co y nghia. Cac nghién ctru
chuyén d6i ning luong song ciing di duoc
thuc hién bdi mdt vai du an tai Vién cong
nghé giao thong [2]; Vién Co Khi. Tuy nhién
cac nghién ctru nay chi méi ding & viée thu
nghiém ché tao theo cic mau dd c6 sdn ma
chua c6 nhitng nghién ctru tinh toan day du.

Bao cao nay trinh bay nghién clru budc
dau vé tinh todn mo phong thiét bi chuyén
d6i ning lugng song dang phao. Thiét bi
dang nay c6 uu diém 1a co dong, khic phuc
duoc nhiéu kho khan k¥ thudt so voi cac thiét
bi dang khac. Nhitng két qua mo phong la
tién dé tdt cho cho tinh toan thiét ké, ché tao
thir nghiém trong cac budc tiép theo.

2. Niing lwgng séng va chuyén doi

2.1 Nang luwgng song

Céc tinh toan [3] chi ra ring ngudn ning
lugng nhén dugc tir song bién 1a rat 16n va
tong nang luong song co thé 1én t6i 2.5
terawat. Tuy nhién mat do cia no thi phan bd
khac nhau & cic ving khac nhau. O nhimng
vung bién gﬁn xich dao c6 mat do nho, co
10-20kW/m (trén mot mét dinh song). Nhitng
vung bién & gan hai cuc c6 mat do 16n hon,
¢ 60-80kW/m [3] (trong d6 cac qubc gia co
tiém nang 16n nhu Ai-len, Tho-Nhi- Ky, Ca-
na-da...). Vi hiéu biét va cong nghé hién tai,
tong nang luong séng c6 thé khai thac dugc
vao khoang 0.5 TW (tiéu thu ning luong thé
gi¢i nam 2009 khoang 15 TW).

O nudc ta, cac nghién ctru khao sat cho
thdy [1], tiém ning ning luong song khoang
vai chuc kW/m. Khu vuc bién nam Trung bd
1a co tiém ning nhét, mat d trung binh nim
khoang 40kW/m. Céac khu vuc khac tiém
niang khong 16n lam, trung binh tir 10-20
kW/m. V& mit thoi gian, phan bd ning luong
song khong déu theo cac thang. Khu vuc bién

mién Trung, ning lugng song trung binh theo
thang bé nhat chi khoang 5-10 kW/m. Trong
khi thang 16n nhat c6 khi dén 100kW/m. Pay
cling la mét trong nhiing khoé khén trong viéc
khai thac sir dung nang luong song ¢ nudc ta.
Khu vyc tiém ning nhat & nudc ta 13 ngoai
khoi tinh Binh Thuan.

2.2 Chuyén déi ning lwong song

Qua nghién ctru nguyén tic hoat dong cua
cac loai thiét bi chuyén d6i ning luong song
da va dang dugc phat trién trén thé gidi, c6
thé nhan thdy mot nguyén tic co ban nhu
sau: Thiét bi chuyén doi ning luong song
thuong c6 bon bo phan chinh sau:

— BO phan 6n dinh v6i chuyén dong tuong
d6i ctia song bién.

— B phan chiu tic dong cua séng, né duoc
ndi voi bd phan 6n dinh qua bd phan thu
nang lugng soéng. Bo phan chiu tac dong
ctia song phai c¢6 kha ning chuyén dong
cung v6i chuyén dong ctia song va bi rang
budc vdi bo phan thu nang luong séng.

— B phan thu ning lugng séng chuyén doi
ning luong thu duoc tir bo phan chuyén
dong thanh cac dang ning lugng c6 thé sir
dung hoac chuyén tai duoc.

— BO6 phan luu trit hodc chuyén tai va dwa
vao st dung nang lugng song.

So d6 nguyén 1y ctia mot sb loai cia mot
s0 thi€t bi chuyén d6i nang lugng séng mo ta
trén Hinh 1.

Tuy thudc vao muc dich, diéu kién song,
vi tri lip ddt ma cac bd phéan c6 cdu tao khac
nhau va st dung cac nguyén 1y hoat dong
khac nhau. Tuy nhién loai thiét bi dang phao
ndi t6 ra c¢6 wu diém hon ca do tinh co dong
trong ldp dat, don gian trong yéu cau mot
cong trinh bién, str dung nguyén 1y hoat dong
don gian...
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11 VL 3. Mo hinh va tinh toan mé phéng thiét
1 ‘J\E bi chuyén doi nang lwong dang phao
noi

3.1 Ciu tao va nguyén ly

Céu tao co ban cia thiét bi mo ta trong
Hinh 2, gdm cac bd phan chinh sau:

— Phao ndi bén trong chira t& hop phat dién.

— T6 hop phat dién gdm céc binh chira ap
luc, duong 6ng, turbine, may phat.
— Phao duoc ndi cimg v6i mot 16ng hinh try
phia dudi, mo hai dau. Duéi tac dung ciia
: i song phao va 1dng s& chuyén dong cing
od nhau.
a)Dao dong cot nudc trong ong; b)Dao dong
phao; ¢)Pdp nude néi; d)Co bép theo dp luc

— Dia thu nang nang lugng dang piston nam
) gitra 10ng, chuyén dong doc long.
Hinh 1. Mt so nguyén 1y co ban

vanE‘- E\ra.nl

iRz !

| mé = |

L1
How
Zea £,
Ca
Fu -
¥
A I | |
| Pz 3
bl A s

Hinh 2: So d6 ciu tao va mé hinh hoa hé théng
— Hai bom thé tich hoat dong nguoc chiéu di,“} k}a not vol lkong, fh‘}yen dong twong
nhau 1 va 2. Mot dau bom ndi véi dia, doi cua dia va long s€ lam hai bom nay
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hoat dong dé cap nudc cho binh chira ap
luc.

— He¢ thong dng din dé dan nudc tir bom 1én
bé nudc ap luc va nguoc lai.

— Bé tich nu6c ap luc chira mot phan nude
va phan trén 1a khi. Do khi c6 tinh nén
dugc nén dugc st dung nhu la cong cu
di€u ap lam cho dong chdy qua turbine
duoc on dinh hon.

— Turbine phat dién str dung ngudn nudc ap
luc trong binh ap.

— Céc hé thdng diéu khién nhu diéu khién
van cap nudc turbine, diéu chinh 6n ap...

Thiét bi s& lam viéc nhu sau: Dudi tac
dung ctia thanh phan Iyc theo chiéu dung cua
song bién, phao s& chuyen dong 1én xudng
cung voi 16ng hinh tru nbi cimg véi phao.
Trong trong khi dudi tac dung 1én dia, da
dugc thiét ké sao cho chu ky chuyén dong
cta dia léch pha véi chuyén dong cua 16ng,
kéo 2 bom chuyén dong va day nudc vao
binh chira ap lyc qua van 1 va 2 (¢ 2 ntra chu
ky, qué trinh hat ctia bom nay la qua trinh
day cia bom kia), nude ap luc sau d6 dugc
X4 cép cho turbine dé phat dién. Pién dugc
diéu chinh 6n dinh tuong tmg theo nhu cau
st dung.

Pé hé théng hoat dong hidu qua, cac
thong s6 cAu tao cua thiét bi can dugc tinh
toan va lya chon mét cach toi uu, trong do hé
thong thuy dong luc hoc cip nude vao binh
ap luc dong vai tro quan trong.

3.2 Mé hinh hod va mé phong

a) Séng bién
Song bién thyc rat phic tap, dé don gian,
& day chi sir dung cac két qua cua Iy thuyét
song tuyén tinh trong ving c6 dd sau 1on.
Khi d6 phuong trinh song c6 thé viét dang:
1(t) = 17, cos(@t — kx) (1)

Trong d6 n(¢) 1a 46 cao song, 7, l1a bién
dd, w 1a tan so song, k 1a so song.

b)Chuyvén ddéng ciia phao néi

Thiét bi duoc thiét ké dé thu ning luong
do chuyén dong 1én xudng (heavy) cta phao
dudi tac dong cua song. Vung dat thiét bi co
d6 sau du 16n, neo on dinh va chuyén dong
lén xubng theo chu ky song, nén chi xét
chuyén dong theo phuong thang dimg cua hé
thong.

D6i v6i phao ndi, kich thuée nhé (ban
kinh <0,2 budc song), phuong trinh chuyén
dong ctia thanh phan thang dung c6 dang:

my, b(t) u;(t)"' r,b(t)+ bb(t)
E,O+F, @) +F,, (1) (2)

fdb (t)

Trong d6 my, 1a khdi luong cia phao,
§,(¢) 1a gia toc chuyén dich dung ctia phao,
F,»(t) 1a lyc kich thich theo chiéu dung cua
song t6i, F,u(t) 1a luc theo chidu dung do
song phat xa, Fj (1) 1a tong luc day thiy tinh
va lyc trong truong, Fj,(¢2) 1a luc can nhot,
be(t) 1a Iyc ma sat, F,(1) la lyc ngoai do co
cau thu nang luong ndi véi phao, Fya(?) 1a
lyc ma sat do co cau hoat dong cua dia trong
16ng phao.

Trong trudng hop phao c6 cdu tao hinh
tru tron, duong kinh 2r, chidu dai khong ké
day 2/, trong d6 phan chim dudi mat nudc
khi tinh 1a /, khbi lwong m,;, phan day c6 ciu
tao nira hinh cu ban kinh r, tiét dién phao 1a
S..». Biéu thire cac luc co thé viét cu thé nhu
sau [11]:

— Luyc tic dong theo chiéu dung cta séng
vao phao:

F, ,(t) = exp(=kl)ic;; pgS, 1, cos(art) (3)

— Luc song tan xa F,, c6 dang:

F, = —my5, (1) = Ry8, (1) (4)
— Luc thuy tinh c6 dang:

F,y==S8,,8,() (5)
— Luc can cta nudc:

Fb,f +Fb,v :_(Rb,f +Rb,v)5b(t)

s (6)
- O'SCBpAB |Sb 0| S (1)



MG hinh, mé phong tinh todn hé thong chuyén déi nang lwong séng bién dang phao noi 33

trong d6 khdi lwong kém cua phao,
my, =27 /3)r puy, 5 M3 18 hé s6 khoi lugng
kém khong tht nguyén phu thudc vao sb
song, ban kinhﬂ phao, do d;‘li phao va d¢ sau
cua nudc bién; HE sO luc can kém,
R, =exp(—2kD)wp(2r/3)a’e,,; &3 1a hé s6
can kéem khong thr nguyén Havelock phu
thudc vao $6 song va ban kinh phao; «3; 1a hé
s0 luc kich thich khong thir nguyén cta song
t6i; Hé s6 luc nng, S, , = zpgr?, Rys1a hé s6
can ma sat nude 18n 1dng, R, 1a hé sb can
nhot 1én 10ng phao, R,, =0.5C,pA, |5,(t)] la
hé s6 can 1én thiét dién 10ng, Cj 1a hé sd, A
di¢n tich thiet dién thanh long [11].

— Ap lyc ciia bom 1én 10ng:

F;I,u = _Ap [(E - Poutl) + (f)Z - B)uﬂ)] (7)

— Luc do 210 xo cua 2 bom 1 va 2 tac dong
1é€n phao

F, ==2¢(s, (1)~ 5,(1)) ®)
trong d6 s,4(1) 1a chuyén dich cuia dia
— Luyc ma sat cta dia 1én 16ng phao
Ff,bd =-R,, (8, (1) = 5,(1)) )

— Lyc nang thyc tac dung 1én phao ¢ thoi
diém céan bang la hiéu cua lyc nang lén
phao va trong lugng cua phao (ca 16ng):

F,, =g(pV, —my) (10)

trong d6 V, 1a thé tich chirp dudi rgét nué[c

cia phao khi ¢ vi tri cén bang, m tong khoi

luong cua phao va co cau ndi cimg vdi phao.

Luyc nay cén bang voi luc néng tac dung 1én

dia (va cac co cau noi cing véi dia).

Thay biéu thic cac luc (3)-(10) vao
phuong trinh (2), phuong trinh chuyén dong
cua phao viét duoc:

m,s, 1)+ R,s,(1)+(S, +2¢)s,(t) =
F,(O)+R,,8,(t)+2cs, (1) (11)
_Ap [(])l _Pautl ) +(])2 _I)autZ )]

trong d6 m, = my; + ms3 la téng khdi luong

phao va khoi lugng kem,
Rb:R33+Rb!/+Rb,v+Rb,s+Rd,b Ia tf)l’lg hé o) luc

can 1én phao, F,,(?) 1a lyc tac dong ctia song
1én phao, §,(#) 1a van toc cla dia.

c) Chuyén dong ciia dia trong long

Dia chuyén dong trong 16ng cua phao, néi
v6i phao qua cac bom. Phuong trinh chuyén
dong cua dia cing co dang tuong tuy nhu
phuong trinh (11) véi ky hi€u chi s6 dudi la
chir d thay vi chir 5. Céc lyc tac dung 1én dia
gom:

— Luc tac dung cua phao 1én dia thong qua
hai bom
Fd Ju = Ap [(B

—Ba)+(B-F,p)]  (12)

— Luc khdi lwong kém
F, ; =my5,(t) (13)

m

— Luyc ma sat 1én thanh 16ng cua phao va
cua xylanh trong bom 1 va 2

Ff,bd = _Rd,b(S'd () =S, (1)) (14)
— Lucdo2loxocia2bom]l va?2
F, =2c(s,(t) = 5,(2) (15)

— Luc can nhét cia nudc 1€n dia c6 dang
[11]
Fdrag,d = _OSCDpAD | LS"al (t) | S‘d (t) (16)

— Luc nang tac dung Ién dia
Fyp==8,,5,() (17)
trongdo S, , = mogr; —m,

O trang thai can bang, dia dugc treo 6n
dinh véi lyc noi cta phao

En,d =—g(pV,—m,)

Cubi cung phuong trinh chuyén dong cua

dia viét dugc & dang:
(md + my, 4 )‘.S;d (t) + Rd,bjd (t) + 2csd (t) =

18
Fdrag,d + F:l,d + Rd,b"éb (t) + 2csb (Z) )

trong d6 ¢ la d6 cung cua 1o xo trong bom
ong 1 va?2.

d)_Dong chay trong cac bom

— Qua trinh hat trong bom 1 [8, 9, 10]
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2
A _A 3SR (19)
2g

— Qué trinh day trong bom 1
2

P P V.
71 :7+[ch + 2gl + thIZ +hqt12] (20)

— Qua trinh hat trong bom 2
P P

—2==2—[z,
v

— Qué trinh day trong bom 2

P, v
2 +T;+Zhw22 +hqt22] (22)

2
N
4——1L—t§:hwzl+—hwzj (21)
2g

- = i + [Zc3
yor
trong d6 P;, P, 14 4p suat trong budng bom 1
va 2 tuwong ung, P;; va P,; 1a ap suét nudc tai
phia ngoai van hut 2 va 4, z.; va z.; la d6 cao
cua binh chtra so v&i van 1 va van 3, z,;; va
zpp; 1a @0 cao tir mat piston 1 va 2 dén mat
ngoai van hit 2 va 4 tuong ung, P, 1a 4p suét
trong binh tich nudc ap luc, v, 1a van téc
chuyén dong tuong dbi cia xylanh, Z h

Wl]
ton that doc 6 ong (bao gdm tbn that cuc bQ
qua van va ton that doc duong). A, 1a ton that
quéan tinh.

DPbi voi cac tdn thét doc duong, co thé
tinh dugc nhu sau [8, 9, 10]

zhll = hvan2 > zhl2 vanl ongl 5
ZhZI = Myana ;Zh22 = Man3 + h(mgz
— Toén that cuc bd qua van 1 (van hut bom

1)
hvanl é/

Vx11D4
2gD*

— Toén thit cuc bd qua van 2 (van déy bom

1)
hvanZ = é,

(23)

Y D4
o e

— Toén that cuc bd qua van 3 (van hut bom

2)
h van3 §

4
VxlzD

25
2gD4 23)

— Tbn that cuc bd qua van 4 (van diy bom
2)
hvan4 é,

4
szzD

26
2gD4 (26)

- Tf)n thit doc éng 1 (chay tir sau van 2 1én
bé chtra ap luc)
v2D? l
hang1 =A== (27)
2gD D
- Tf)n that doc dng 2 (chay tir sau van 4 vao
bé chtra ap luc)
2 4
voD,, 1
ong?2 = //i’t . Xi = (28)
2gD" D

— Toén that cyc bd qua van 5 (vao binh)
2 e
v, D
hvanS = é/ - 21
2gD
Tuong tu cac ton that quan tinh duoc tinh
nhu sau :

(29)

— Tén thét quan tinh trong bom 1
A4,
hqtll l +x,)(8,(6) = 5,(1)) (30)
g 4
— Tén that quan tinh trong bom 2

( "21 +x,)(5, (1) = 5,(1)) (31

trong d6 v,; va vy 1a van tde xylanh trong
bom 1 va 2 twong tng; D la duong kinh 6ng;
D,; duong kinh xy lanh; 4, hé s troy luc
duong ong; [, va I, 1a d6 dai duong 6ng 1 va
2 tuong ung; ¢'la hé s6 tro Iy qua van; Ap),

Ap> la thiét dién bom 1 va 2; 4;, 4, 1a thiét
dién 6 ong 1 Va 2; x3, X2 1a vi tri cla piston tlnh
tir vi tri xuat phat phia van xa, g 1a gia toc
trong truong.

e) Ap sudt binh chira

Binh chira duoc ciu tao 1a mét hinh tru d6
cao 1, ban kinh r,. Ban dau c¢6 myuc nuédc dén
voi ra turbine d6 cao /,. Khi nuéc dugc bom
vao binh va dang 1én qua do cao dat van xa
vao turbine luc d6 nuéc méi duge mo dé cap
vao turbine.
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Bo phén diéu khién s& dugc sir dung dé
diéu chinh gitr 6n dinh & 4p suét trung binh
P.. Nhu vay luu lugng trung binh qua turbine
bang luu lugng trung binh do 2 bom cap theo
thoi gian. Dong chay vao binh duoc xac dinh
12 O do bom, v&i 4p suit gia dinh khong doi
P.. Gia tri P, xac dinh dé céu hinh dat hi¢u
qua chuyén dbi cao nhét.

f) Dong chdy va nang lwong qua turbine

— Cot ap turbine
P v P

2

H = (Z,+"5 420 =(Z, + 22 4 22 (32)

y 2g y 28
— Luu lugng qua turbine

A

v, =V, j (33)
— (Cong suat turbine
N, =n,9.810H (34)

trong d6 Z,; 1a 49 cao cia dau vao turbine, Z;
1a d6 cao dau ra turbine, v,;; va v, 1a van tbe
nudce tai dau vao va dau ra cia turbine, P, 1a
ap suit & dau vao turbine va 1a ap suét binh
chira, P, 1a ap suét khong khi, Q = v,,4,1a luu
lvgng xa nudc qua turbine 4; va A4, la dién
tich mat cat 6ng trudc va sau turbine, Ny
cong suat turbine, b 1a hiéu suét turbine, 4.,
téng t6n that doc dng vao va ra turbine.

g) Hé phirong trinh chuyén dong

Sau khi dua hét cac b%éu thire luc vao cac
phuong trinh m6 ta chuyén dong cua phao va
dia, hé phuong trinh chuyén dong dugc vict
lai nl}u sau (2 trang ‘ghéi duogc phan biét boi
chuyén dong twong doi gitra phao va dia):

— Qué trinh hit trong bom 1, dy trong bom

2
m,$, (1) + (R, + Ry S, (1) + (S, +2¢)s, (1)
=F.p () +2cs, (1) + Ry ;84 (1) — A, (P, +pgz,) (35)

3 x
AP0 5, @) + Co ey D)

+( A"‘ 1 +21,) (8, () =3, ())]

(m, +m, ,)S, () +R,,8,(t)+2cs, ()
:Fdrag,d + Rd,bjb (t) + 2csb (Z)
+ Ap (})( + pg.z(r)

+A,,,0[(~§ ([)—.S.' (t))z(l (36)
S D!
5 e ) —)

+( A”‘ L +21,)(E, ()= 5,0)]

P

— Qua trinh déy trong bom 1, hut trong bom
2
m17‘§17 O+ (Rb + Rd,b )‘§b )+ (Sb + Zc)sb ()

=F,,(t)+2cs, ()~ A,(P. + pgz,)
W, () (t)—s'd 0)* (1 37

3.
ey D)D4)

( Ay L +21,)(5, () =5, )]
(m, +my )S, () +R,,s,(t)+2cs, (1)
=F,., +R,,s,(t)+2cs, (1)
+Ap(PC + pgz,)
+ A, pl5,(0 = 5,0 (1 a8

(f )D)

A 1 . .
+(Ap L +200)(, () =5, 0)]

P

- Sflp xép lai thuan ti€n hon & dang:

M5, (1) +M,5,(1) = Gy (1) (39)
M3,(t) + M,5,(t) =G, (1) (40)
trong do

M, =m,+p(A4,l,+24,1,);

M, =-p(4,l,+24,1,))

My =-p(A4,L,+24,);
M,=m;+my ,+p(A4,l,+24,)
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Gb (t) :_(Rb +Rd.b )va (t)

Dy 3¢, by -5 ()
g ( 5 +/1D))(Sb(l) 8,(0)
= (S, +20)s, () + F,, () + 2cs, (t)
+Rd,b‘§d (t)_Ap(Pc +pgzc)

Gd (t):_Rd,bSd (t)

D! L. . )
b A, P+ (24 22)65,(0 -5, )

—2cs,(1)+ R, , 8, (1) +2cs,(2)
+4,(P, +pgz,)

-4,p(1+

Céc phuong trinh chuyén dong co thé viét
lai & dang hé phuong trinh trang thai nhu
sau:
$,(1) =u, (1) (41)
M2M3

. 1 4
ub(t):Gb(t)Vl(l_ M1M4)

M M. .M (42)
~G O =)
(1) =u,(t) (43)
. M3 M2M3 -1
ud(f)=—Gb(f)M1M4 (I- M1M4)

1 M. M “@4)
+Gd(t)M_4(l_W)

Hé phuong trinh nay dugc gidi s6 bing
cong cu lap trinh Matlab, trong d6 tham sb
dau vao can xac dinh gom: diéu kién song;
kich thudc hinh hoc ctiia cac b phan cua
phao, 16ng, bom va hé dudng ong; ap suat
binh.

3.3 Mpt s6 két qua tinh todn khdo sdt

Cac phuong trinh trong hé (44) dugc giai
sd bang chuong trinh viét trén Matlab. Sau
khi d4 kiém tra thir ngiém v6i bai toan tuyén
tinh, chuong trinh da dugc sir dung dé tinh
toan khao sat cho mot s6 cdu hinh phao va h¢
thong ciing nhu cac diéu kién song khac
nhau. Cac két qua khao sat nay 1a co so tot
cho nhiing cho tinh toan thiét ké ché tao mot
hé cu thé.

Céc thong s6 co ban ban dau cia hé thong
duoc cho nhu trong Bang 1.

Bang 1. Céc thong s6 co ban hé thong

Tham s Giatri | Ponvi
Bién d¢ song 1.0 m
Chu ky song 7 ]
Ban kinh phao 0.15 m
Do dai phao 1.0 m
Khoi lwong phao 146.0 kg
Ban kinh dia 0.15 m
Mat 46 dia 1030 | kg/m’
Chiéu dai 16ng 3.0 m
Bén kinh bom 0.025 m
Do cung 10 xo bom 1.0 N/m
Ban kinh 6ng dan 0.012 m

Cac két qua tinh toan trinh bay trong céac
Hinh 3 va 4.

Chuyen dong cua phao va dia
15 T T

CD cua phao
——=CD cua dia

11

0&a}

Chuyen dong ()

o5k

A5 i i i i
a 5 10 15 20 25
Thoi gian (3)
Hinh 3. Chuyén dong cta phao va dia

“an toc cua phao va dia
15 T T T T

1

Wan toc (mis)
o
o n

=
n
T

H 1 H i
i] 5 10 15 20 25
Thoi gian (=)

Hinh 4. Van toc ctia phao va dia
Hinh 3 cho thiy chyyén dong cua phao va
dia co6 sy léch pha nhat dinh. Diéy dg’) khang
dinh su dich chuyén ctia bom d€ cap nudc
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1én binh chira. Hinh 4 mé ta véan tdc twong
g cuia phao va dia. Vi phao va dia dugc ndi
v6i nhau qua bom nén su khac nhau vé vin
toc cho thay mot phan dong ning da dugc st
dung dé chuyén thanh thé ning cta nudc
trong binh chira. Tuy nhién trong mot chu ky
c6 nhiing khoang thoi gian luc tac dong cua
phao vao dia nho hon ap luc thiét 1ap trong
binh chtra, vi vy ca phao va dia chuyén
dong véi cing van tdc va trong giai doan nay
nudc khong dugc bom vao binh.

Cac két qua khao sat nang luong thu duoc
tr thiét b theo cac diéu kién song khac nhau
cho trong Bang 2, trong d6 nang lugng tinh
bang watt. Tir bang nay cé thé thdy véi kich
thudc phao 0.3m, va khi song c6 bién do
0.5m chu ky 5 giay thi nang lugng thu dugc
khoang 18watt, c6 thé du cung cip cho mot
dén tin hiéu trén bién. Véi cung mot bién do
song va cdu hinh phao c¢b dinh, thi séng co
chu ky khac nhau nang lugng thu dugc ciing
khéc nhau. Tuy nhién chi c6 mot séng c6 chu
ky ma dao dong song va dao dong phao &
gén mirc cong huong nhét thi nang lugng thu
duoc 14 16n nhét.

Bang 2. Nang luong chuyén doi (w) theo
dicu kién song

Chu ky Bién dj song - n,
T(s) 0.5 m 1m
3 17.54 2943
4 21.30 39.94
5 18.71 34.26
6 11.10 26.62
7 5.12 18.10
8 0.93 12.82
9 - 9.26

Cac két qua khao sat kha ning chuyén ddi
nang lugng cho séng bién do 1m chu ky 7s
d6i véi kich thude phao khac nhau cho trén
Bang 3. Cong sut chuyén doi trong bang dat
dugc khi coi hi¢u suat turbine 1a 100%. Tir
két qua tinh toan c6 thé nhan thay néu phao
6 kich thuéce du 16n, nang lugng thu duogc la
rit dang ké. Trong mot ving bién cé diéu
kién song bién do 1m, viéc lép dat vai chuc
phao c6 thé cung cap dién du nang luong cho

dan cu cua mot xa hodac mot dao. Tu Kkét qua
trong bang ciing cho thiy v&i mot diéu kién
song nhat dinh, kich thudc phao cang 16n
nang luong thu dugc cang 16n. Tuy nhién khi
tang kich thudc thi cling khéng dugc vuot
qua gi6i han 0.2 1an budc song vi dy 1a diéu
kién ap dung cho mo hinh tac dong cta song
1én phao nbi.

Bang 3. Niang luong chuyén d6i theo kich

thudc phao
KL | BK | Cotap | Cong | Cong
Phao | Phao | Turbine | suét sudt
Kg) | m) | (m) | (w) | song
(W)
146 0.3 1.9 18.10 81.9
404 0.5 2.8 78.79 | 338.5
1617 1.0 5.8 669.62 | 1174.6

4. Két ludn

Theo nguyén 1y co ban cia cac thiét bi
chuyén d6i ning lugng song va tham khao
c4c cdu hinh d3 va dang dwoc nghién ctu
trén thé giéi va véi muc dich nghién ctru
khao sat mot loai thiét bi kha thi trong ché
tao cting nhu lap dat, cac tac gia da dé& xuét
mét cau tao nguyén ly cho mét thiét bi
chuyén ddi ning luong dang phao nbi.

Trén co sé cdu tao nguyén ly da thiét 1ap
md hinh mé phong hoat dong cia thiét bi.
Céc phuong trinh cia moé hinh da dugc giai
s6 bang cong cu Matlab. Chuong trinh da
duogc tinh toan kiém tra voi bai toan tuyén
tinh, sau d6 sir dung dé tinh toan mé phong
cho hé phi tuyén day du.

Céc két qua tinh toan kha ning chuyén
d6i nang lugng song véi cac kich thude phao
va diéu kién séng khac nhau ciing da duoc
thuc hién. Cac két qua cho thdy kha ning
chuyén d6i va str dung ning luong séng 1a
hién thyc. Chuong trinh c6 thé su dung cho
tinh toan thiét ké & giai doan tiép theo 1a thiét
ké, ché tao va thur nghiém.
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Abstract:

Muskingum model has been widely used for modeling the river flood routing. However, there are
some difficulties in forecast operations for a system because of determining model’s parameters and
inaccuracy in input data. In this paper, Muskingum model was devel oped for the flood routing in a system
of rivers; for determining model’s parameters, Variational Data Assimilation method was applied; to
improve the model’ s results from the leak or inaccuracy of the input data, it were updated and corrected
by Kaman Filter with the help of observed data in downstream. Model was used in some test cases and
shown the good results. It was also tested with a real river system — Lo Gam. The results showed that the
flood routing forecasts from the model in 24, 48 and 72 hours is agreeable to that happened in the river

at Tuyen Quang.

Key Words: Variatinal Data Assimilation, Muskingum model, Kalman filter, river flood routing

1. Introduction

The determination of accurate data for
hydraulic model is always encountered
difficulties affecting the accuracy of
forecasting results. On the other hand, with
the development of monitoring technologies,
data of the stream in river are increasingly

diverse and highly reliable. So the
development and application of data
assimilation = methods to  incorporate

scientifically between simulation models and
monitoring data to get results more accurate
prediction of stream in river hydraulic flow,
Hydrology is the current trend in the world.

The application of data assimilation
methods for simulation models of flow in
rivers can be implemented in four stages of
the calculation process:

- Input updating: In fact, the input such as
boundary conditions, initial conditions,
lateral discharge... are very difficult to
identify accurately. Therefore, the
assimilatoin of monitoring data at the stations
and simulation results to correct all of these
parameters is essential and significantly
improve the forcast results [1,2,3]

- Model’s parameters identification: In the
hydraulic =~ models, parameters such as
roughness, slope, cross-sectional area ... are
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very difficult to Identify directly. So the data
assimilation is a effective method to
determine them appropriately.

- Updating the state variables: Due to errors
from the input data and simplifying
assumptions of the model, simulation results
often contain certain errors compared to
reality. The use of measured data for
updating and corecting the simulation results
also significantly improve forecasting results
[1,2,3,5].

- Updating the model’s outputs: Outputs of
the model are understood as the values of
derivatives of state variables that are used in
actual forecasting. The Kalman filter
methods are usually used for updating and
correctingt the model’s output variables from
oserved data. From there to help improve
forecasting results [5,6,8,9].

The paper presents a development of data
assimilation for the Muskingum model -
River flood routing model. In this
development, data assimilation has been
developed for the two calculation process.
The first is variational data assimilation for
identification model parameters and the
second is linear Kalman filter for correcting
and updating the model’s output - water
elevation along the river .

The model have been implemented for a
real river - Lo Gam system and shown good
results.

2. The Muskingum model

Muskingum is an effective computational
model of flood flow in a reach of river
(McCarthy, 1938). In this model, the water
storage S of a reach of river is represented by
the function of inflow and outflow, I and O.

- The equation of the model can be
written in the following form:

S=K[xl +(1-x)0] (1)

Where K and X are called the Muskingum
coefficients (was first developed by the U.S.

Army Corps of Engineers in connection with
the flood control schemes in the Muskingum
River Basin, Ohio), K is a storage constant
having the dimension of time and X is a
dimensionless constant for a reach of the
river. In natural river, X ranges from 0.1 to
0.5. The Eq. (1) in most flood flows
approaches a straight line. Trial values of x
are assumed and plots of ‘S vs. [xI + (1 — X)
O]’ are in the form of storage loops; for a
particular value of X, the plot is a straight line
and the slope of the line gives K. After
determining the values of K and X, the
outflow O from the reach may be obtained by
combining with conservation equation:

| =0+AS @)

Selecting a short time interval At, called
calculation time step, and subindex 1 and 2
represent for start and end point. Equation (2)
can be rewritten as follow:

[, +1, B O +0, e
( . }( . jm_sz s 0

and equation (1) can be rewritten as:

Sz _Sl = K[X(Iz - |1)+(1_X)(Oz _01)]
4)

Combining the two equations (3) and (4)

and then simplifying we’ll obtain the
equation of outflow of a reach as follow:
0O, =C,l,+C,1,+C,0 )
where:
C, = - (X=03At (5.2)
K —Kx+ 0.5At
C - Kx+ 0.5At (5b)
K — Kx+ 0.5At
C,- K — Kx—0.5At (5.)
K — Kx+0.5At

Combining of the equations 5a, 5b, 5¢c we
get the following equation:

C,+C +C, =1
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The routing period — simulation time
step, At should be less than the time of travel
for the flood wave through the reach,
otherwise it is possible that the wave crest
may pass completely through the reach
during the routing period. Usually the routing
period is taken as about 1/3 to 1/4 of the
flood wave travel time through the reach. If
there is lateral inflow, it should be added to |
or O accordingly as it enters at the upstream
or downstream end of the reach. In another
cases, the lateral inflow may be divided into
two portions, a portion to each | and O.

Muskingum method has advantages as
simple, easily tested and applied in practice.
Muskingum method has advantages as
simple calculation, easily tested and applied
in practice. Problems encountered when
using it is the determination of the
parameters K and x for each reach of a river
section.

3. Variational Data Assimilation for
Model’s Parameters Identification

Application of Variational data
assimilation [2, 3] for parameters identifying
of Muskingum model in a river system can
be proposed briefly as follows:

The equation of model can be rearranged
in the control equation as follows

{at y(k9 t) + A(kv y(k’t)) = 0
Yico = Yo

(6)

In which, outflow of each reach denoted
by the state variable vector, y. The
parameters K and x is denoted by control
parameter vector, k. Observed water flow at
stations are denoted by Yops.

The parameters of the model can be found
by minimizing the objective function J(K, yo)
that it is squared deviation between
calculated results y and the observed data

yobs .

1T
Iy = vkt - Yoo it (10)

To minimize the objective function J(K,
Yo), We can use optimization methods. In this
methods, the methods using the objective
function gradient is used extensively and
effectively for nonlinear problems. The
results in this paper was implemented by
using the algorithm L-BSGF-B [2]. The next
problem is how to compute effectively the
objective function gradient.

Based on the variational method, Ledimet
and colleagues have developed an efficient
method to determine the objective function
gradient by using the conjugate variable, y ,

of the state variable, y [12]. The results of
this method is obtained a system of equations
to determine the objective function gradient.
Equations are written as follows, AJ:

8, y(t) + Alk, X(k’t)) =0

_feal .

8.5t —| == | F(t)=Cy(t) - y,.(t
y(t) {&J Y(t) = Cy(t) — Y1)

y(0) =Y, (11)
y(M=0

oAl
V)= ! {&} V(t)dt

The process of objective function gradient
is implemented as follows: Intergrate
model’s equation for the entire time period
[0, T] to get values of y. Then intergrating
the adjoint equations in the corresponding

time period [T, 0] to get y . From y and ¥,
the objective function gradient is calculated
by last expression of (11).

However, by using numerical solver for
conjugation equations of y, we always get
incorrect values of the objective function
gradient because of the discrete process
always generate errors. The best way to
calculate y and the objective function

gradient is to use the model’s code. In this
paper, the code for calculating y and the

objective function gradient is build by using
TAPENAD tool [10].
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Thus, by applying the variational data
assimilation method, a algorithm and a
program for Muskingum model’s parameters
identification was developed. The program
consists of four modules: A forward module
for computing the outflow of reachs, y; A
backward module for computing the
conjugate value of outflow, y ; A module for

computing the gradient of the objective

function; A  minimizing module for
identification the wvalues of K and x
coefficients.

The program can be used for two
purposes: identfying model’s parameters and
flood routing forecasting.

4. Kalman filter for correcting and
updating simulation result

When using computer models for
forecasting, the results often contain errors,
compared with reality. The expected result is
more suitable if the results is always being
updated and corrected with the observed
data. To improve flood forecasting results in
Muskingum model, Kalman filter method has
been applied. The algorithm is briefly
presented as follows:

The model’s equation should be rewritten
in the control equations form as follows:

Q.= AQ, ,+BU , (12)

And use symbol X to represent Q,
equation (12) become a standart form of a
control system:

X, =AX,,+BU, +W,_, (13)

For the observed data, Z (flow or water
elevation), we can have the following form:

Z, =HX, +v, (14)

The steps of Kalman filter method for
Muskinggum model as follows:

1. At the initial time step, outflow of
reachs are known as the initial condition,

X . The posteriori error covariance matrix

is set to unit matrix, P =[5, ].

2. Solving Muskingum equation to obtain
the predicted state estimate for outflow
of reachs X, and calculatinhg the
predicted estimate covariance matrix,
P':

X, = AX2, +BU,

(14)
R’ =AR} A" +Q
3. Coputing the Kalman gain, K
Ki=R'H"(HR'H" +R)™ (15)
4. Updating observed data to correct

predicted result X2 and computing the
posteriori error covariance matrix for next
step, P.?

X = K(Z = HX)

(16)
R:=(I -KH)R/

5. Go back to step 2 to continue for next time
step

Base on the algorithm presented above, a
computing module for correcting and
updating the model’s results was built. Some
test cases were implemented and it shown
good results [1, 5].

5. Program and Teste Case

On the basis of two modules were
developed as described above, a program for
rivé flood routing was built. In addition to
the computing module, the program has been
developed the graphic user friendly interface
to facilitate operational use in practice.

The program can be used in two
functions: Automatically indentification the
parameters of the model according to
historical observation data and forcasting
calculation that the observed data is updated
daily.

The program was used for a test case - the
Red River system, flowing from the Hoa
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Binh, Yen Bai and Tuyen Quang to Hanoi.
The study system is schematised as in Fig. 1.

Yén Bai

Hoa BI Tuyén Quang

Thao ba

Viét Tri

Figure 1: The Red River system diagram

The system is modeled by eight reachs.
Computation time is three months (July to
September) in flood season of the year 2007.
The data for the calculation include the
inflow at the upper boundaries at Hoa Binh,
Yen Bai, Tuyen Quang, observed water level
in Sontay and Hanoi stations.

From the observed data, the parameters of
model are determined by using variational
assimilation algorithm shown in table 1.
Table 1. Parameter for Muskingum model

1 2 3 4 5 6 7 8
58.0]20.21160.0,15.3]160.0 1.7 | 1.0 | 3.9
X 102]02]04]02]05]02]02]0.2

After determining parameters, predicting
and correcting process is implemented by
using computation program for forecasting
the river flood routing in river system. The
short-term forecast was implemented for 1h,
12h, 24h, 36h, 48h, 60h and 72h.

The results of water level forecast for
each hour are presented on Figure 2 and 3.
Figure 2 is a comparison between the
forecasted water levels with measured data in
Son Tay station; Figure 3 is a comparison

between the forecasted water level with the
data measured at Hanoi station.

Duong qua trinh dw bdo mwe nwéc tai tram Son Tay

+  z_Son Tay thuc do
z_Son Tay khong loc Kalman|
z_Son Tay c6 loc Kalman
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Figure 2: Comparation between water levels
in Sontay station

Pudng qua trinh dy bao muc nuéc tai tram Ha Noi

+  z_Ha Ndi thyc do
z_Ha Noi khong lock Kalman
z_Ha Ngi c6 loc Kalman
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Figure 3: Comparation between water levels
in Hanoi station

Comparison shown computed result is
well suitable with observed data.

In the another cases, the forecasting for
12h, 24, 36h, 48 and 72h also shown the
good results. An example of forecasted

results at SonTay station presented in Table
2.

Table 2. Forecasted results at Sontay station

Time for Forecated | Observed | Error
Forecating

h Z(m) Z(m) (%)
(h)
12 13.66 13.63 0.22
24 13.89 13.73 1.17
36 14.13 13.68 3.29
48 14.24 13.57 4.94
60 14.38 13.73 4.73
72 14.51 14.07 3.13
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Table 3. Short-term forecast in Hanoi

Time f(?r Forecasted | Observed | Error
Forecasting

. Z(m) Zm) | (%)
(h)
12 10.11 10.59 4.53
24 10.42 10.74 2.98
36 10.68 10.76 0.74
48 10.85 10.65 1.88
60 10.97 10.72 2.33
72 11.12 11.00 1.09

6. Conclusion

Based on the Muskingum model, a model
for forecasting flood routing in the river
system has been built

In order to identify parameters of model,
variational data assimilation method is
developed and applied. The results permit to
determine parameters of model rapidly and
reliably. It ensures ability to apply in real
forecasting operation.

In forecasting computation process,
observed data is usually updated base on
development and application of Kalman filter
algorithm. Its purpose is to use observed data
and produce forecasting that tend to be closer
to the true values of the measurements and
their associated calculated values.

Base on the developed modules, software
with graphical user friendly interface have
developed which is ready for end-user in real
forecasting operation.

A test case for the real system have been
implemented and shown the good results.

The advantages of this model are: It is
simple in using; it doesn’t needs the
geometric information like cross section,
slope, roughness...
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Abstract

Vietnam faces to the South China Sea with the coastline of more than 3000 km. Tide regime
along the coastal zone are rather complicated, diurnal tide with the range of about 4.5m in the
north, mixed tide with range of only several decades cm in the middle and semi-diurnal with
range of about 5 m in the south. On the other hand, yearly in average there are 4, 5 typhoons
land on and influence to the coast. In history, a lot of typhoons caused serious surges (higher
than 3.5m) and damaged sea dike system and many buildings in the coastal zone. These two
phenomena are mainly affected to sea level height in the Vietnam coast.

In the Quangninh — Quangnam marine area, tide and typhoon surges have been considered in
many projects and research programs. However, the obtained results on these phenomena are
not very appropriate to apply to sea dike design. In this study, on the basis of historical data of
typhoons, sea levels observed at tide gauges, statistical models are used in order to produce
distribution laws of typhoon parameters (time, location of typhoon center, depression, maximum
wind speed etc.), and then a huge number of typhoon tracks with their parameters are created by
Monte Carlo procedure. Next, hydrodynamic models are applied to calculate astronomical tide
levels and typhoon surge characteristics. Finally, returned period curves (exceedance
probability) of storm surge plus tide at points in distance of about 10km along the coast are
produced. These curves are appropriate to use as the boundary condition in the sea dike design.

Key Words: tide, storm surge, stormtide, return period.

complicated, diurnal tide with the range of
about 4.5m in the north, mixed tide with
range of only several decades c¢cm in the
Vietnam faces to the South China Sea with middle and semi-diurnal with range of about
the coastline of more than 3000 km. Tide 5 m in the south. On the other hand, yearly in
regime along the coastal zone are rather average there are 4, 5 typhoons land on and

1. Introduction
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influence to the coast. In history, a lot of
typhoons caused serious surges (higher than
3.5m) and damaged sea dike system and
many buildings in the coastal zone. These
two phenomena are mainly affected to sea
level height in the Vietnam coast.

In order to protect the long coastal zone, a
sea dike system had been built year after
year. At present, in the face of downgrading
of the sea dike system as well as willing to
have more safety protection system, the
advanced techniques in sea dike design in the
world, such as in the Netherlands, China, are
considered to apply. However, these
techniques require many parameters and
information on ground soil, hydrodynamics,
in which the returned period of specific sea
level height is an important parameter.

In the Quangninh — Quangnam marine area
as well as in the whole Vietnam marine
region, tide and typhoon surges have been
considered in many projects and research
programs. However, the obtained results on
these phenomena are not very appropriate to
apply to sea dike design. In order to support
the sea level characteristics for sea dike
design and upgrade, in this study, numerical
models are applied to calculate astronomical
tide levels and typhoon surge characteristics.
Firstly, on the basis of historical data of
typhoons, sea levels observed at tide gauges.
Secondly, by using statistical models,
distribution laws of typhoon parameters
(time, location of typhoon center, depression,
maximum wind speed ...) are produced, and
then a large number of artificial typhoon
tracks with their parameters are created by
the Monte Carlo procedure. Thirdly,
hydrodynamic models are calibrated and
validated for tide and storm surge
simulations, and then applied to calculate
astronomical tide in period of 19 year and
surges caused by the artificial typhoons.
Finally, returned period curves (exceedance
probability) of storm surge plus tide at points
in distance of about 10km along the coast are
produced. These curves are appropriate to

Dinh Van Manh, Le Nhu Nga, Nguyen Thi Viet Lien

use as the boundary condition in the sea dike
design.

2. Data collection and analysis

- Historical typhoon data: All typhoons with
their parameters acted in the South China Sea
and landed on Vietnam coast are collected.
The typhoon parameters are time, typhoon
center’s location, speed and direction of
center movement, air pressure depression at
center, maximum wind speed and its radius
from the center and landed point. From 1951
to 2007, there are 313 typhoons occurred in
the study area (in annual average, about 6
typhoons per year) as shown Fig. 1.
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Fig. 1: Tracks of typhoons affected to
Vietnam coast from 1951 to 2007.

- Sea level data: Hourly sea levels at 28
stations along the coast from Quangninh to
Quangnam provinces (sea Fig.2) in different
time periods are collected, namely, for 5
years from 2003 to 2007 at all stations; for 5
or 7 days surrounding the landed day of 132
selected typhoons. Furthermore, the in situ
maximum surge data of 17 typhoons
measured just after their landing.

- Harmonic constant analysis. The sea level
data for 5 years at stations are used to
analyze the harmonic constants of over 30
tidal constituents by using the least square
method (Nguyen Van Moi et al.,, 2004).
However, on the basis of the obtained results,
only 10 tidal constituents with the significant
amplitudes are selected for numerical
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verification and astronomical tide calculation
later. They are 4 diurnal tides (K;, Oy, Py,
Q1), 4 semi-diurnal (M, Sy, N,, K) and 2
long periods (annual and semi-annual) Sa,
Ssa.
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Fig. 2: Locations of tide gauges.

- Srom surge extraction: Typhoon surges (s
are obtained by elimination of astronomical
tide {r from measured sea level data {o as
following:

¢s= ¢o—(T 1)
In which, astronomical tide specified by
Ab+ZfH cos[gt+(V, +u)-g;,] (2)

Where, Ao |s a reference to mean the sea
level; g, Hi, g — angle velocity, amplitude
and phase of the i tidal constituent,
respectively; f, Vo and u — astronomical

parameters.

a
— Astronomical tide  — Typhoon surges

&
Measured sealevel

Fig. 3: Surges (green line) due to typhoon
Lois-8/1995 at Dinhcu station.

As an example, in Fig. 3, the typhoon surges
(green line) from the 28™ to 30" August,
1995 at Dinhcu station are extracted by
subtracting the astronomical tide values (red
line) from measured sea levels. In this case,
the highest of typhoon surges is about
120cm.

- Probability distribution functions of
typhoon parameters. In order to generate
artificial typhoons by the Monte Carlo
Procedure, on the basis of the historical
typhoon data set, the probability distribution
functions of the following parameters are
specified: landing point (&), landing time and
date (hour, day, month, year), speed (V;) and
direction (6) of typhoon center, air pressure
depression (Pmin) at the center. Several of
obtained distribution functions are presented
in Figs 4 and 5.
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041 Lo

o 2 4 6 8 10 12 14 16 18 20 22 24
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Fig. 4: Probability distribution function of
landing points (1) and time (h).
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1.0 — land on the coast at any time, it results in the
09 Jy’y astronomical tide oscillation and typhoon
Ef 7 surges can be considered as two independent
06 /J random processes.

= / ) .

- gi ((‘ Table 1: Correlation coefficients of typhoon
03 £ parameters.
0.2

Landing time
Ez; Py ® V) | @ai) | 2 hour | day | month
4 7 10 13 16 19 22 25 28 31 34 37 40 43 I}?f %1051 —
Movement speed (km/h}) fn O_-Ol -O_IIO T
1o hour | 0.08 | -0.07 | 0.01 | 0.05
0o ] day | 007 | -005 | 0.06 | 0.02 | 0.00
oo ' month | 024 | 001 | 0.06 | 0.32] -0.05 | 0.22
0.7 Y year -0.12 -0.0% | -0.08 | -0.05| 0.059 | 0.06 | -0.05
7/

0.6

Z s // - Bathymetry data: Depth values for
0.4 / numerical models of the study area are
33 T extracted from the bathymetry maps: scale
01 | o of 1/1,000,000 for the whole South China
0.0 pet] Sea, 1/50.000 or 1/25,000 for the coastal
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Fig. 5: Probability distribution function of
movement speed (V) and direction (0)
and air pressure depression (Ppin).

The statistic analysis results point out that the
correlation coefficients (Table 1) between
parameters are small; the highest value is the
relation of month and landing point. It means
that the typhoon parameters are quite
independent except the landing location and
the month, typhoon landing location
changing from the Northern part to the
Southern part from the beginning to the
ending of the season is quite dominant [3].
Furthermore, the distribution function of
landing time shows that typhoons are able to

zones of Vietnam. The overall depth of the
study area is shown in Fig. 3.

3. Numerical model Setup

Fig. 6 Overall depth (m) and modeling
extent.

In order to simulate tide oscillation and
typhoon surges in the study area, the
software TSIM2001 for 2D hydrodynamic
calculation is applied. This software is
developed on the basis of the 2D nonlinear
shallow water equations, finite difference
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method with the ADI scheme (Pham Van
Ninh, 1998).

Modeling extent is limited from 99.0 to
121.0°E and from 1.3 to 24.5°N, and covered
by a regular grid of 1/12 degrees. Open
boundaries are shown by bold black lines in
Fig. 6.

S,

Fig. 7: Calculated (sblid Iine).and observed
(+) amplitude of K4, Oy, My and S; tides.

Lat

Fig. 8: C'a'II(I:UIated (solid line) and observed
(+) maximum surges caused by Nadine-65
and Cecil-85 typhoons along the coast.

It is necessary to calibrate the numerical
model before calculating astronomical tide
and typhoon surges. In fact, tide and typhoon

surges take place simultaneously and their
interaction is nonlinear, however, this
phenomenon is not very significant (Pham
Van Ninh, 1998). Therefore, in order to
reduce calculation time in the later section,
tide and typhoon surges are calibrated and
validated separately.

Lat. |

P
culated calculated
....... ured - measured |

Fig. 9: Calculated (solid line) and observed
(+) maximum surges caused by
Xangsane-06 and Betty-87 typhoons
along the coast.

Firstly, harmonic constants of 10 tidal
constituents at stations along the coast from
Quangninh to Quangnam are exploited for
the model calibration. The obtained
calculated results point out that the model
can simulate rather well tide level
distribution in the study area, as shown in
Fig. 7.

Secondly, 99 typhoons, which caused the
maximum surges greater than 50cm along the
coast, are selected for model calibration (70
cases) and validation (29 cases). For each
selected typhoon, only the maximum surge
values at every station are considered to
compare with the calculated ones. For
example, Figs 8 and 9 are comparisons of
calculated and measured maximum surges
along the coast. In general, the numerical
model is verified acceptably to simulate
typhoon surges in the study area.

4. Calculation of astronomical tide
levels

Hourly astronomical tide levels at the coastal
points (as shown in Fig. 10) are calculated by
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using the formulae (2) for 19 year, from 1990
to 2008. The calculated harmonic constants
(amplitude H; and phase g) of 10 tidal
constituents are obtained from the numerical
model after calibration. Mathematically, in
19-year period, all situations of astronomical
tide are revealable. These tide levels will be
combined with typhoon surge values to build
returned period (and exceedance probability)
curves.

22

5 o iTRUNG Q{6 ¢
o™t e .

21

k1

d : 5.
Fig. 10: Coastal points where returned
period curves built.

5. Calculation of artificial typhoon’s
surges

It is clear that only 57 years data of typhoon
parameters and surges are too short for
revealing characteristics of typhoon surges in
the study area, therefore it is necessary to
consider methods to enlarge data set. On the
basis of probability distribution functions
obtained in Section 2, the Monte Carlo
procedure is applied to create 5,490 artificial
typhoons, equivalently for 1,000 year data
(about 5.49 typhoons per year) [6].

Then the numerical model is used for
calculating surges caused by these typhoons.
The results are to obtain maximum surges of
each artificial typhoon at every coastal point
(at each point, there are 5,490 surge values).

Dinh Van Manh, Le Nhu Nga, Nguyen Thi Viet Lien

These surge values will be combined with
tide levels obtained in Section 4 to build
returned period (and exceedance probability)
curves [5].

6. Returned period curves

As mentioned before, tide and typhoon
supposed are two natural independent
phenomena. A typhoon can hit the coast at
any tidal moment of high or low or in
between. Therefore, a typhoon surge can
combine incidentally any tide level.

At each point, a mathematical accumulative
function of storm surge was created based on
1,000-year artificial storm surge data set; and
an accumulative distribution of tide was built
based on 19-year calculated astronomical
tide level (as shown in Fig. 11).

1.0
o9
0.8
0.7
0.6
= 0.5
o4
0.3
0.2
o1
0.0 ¥
] 50 100 150 200 250 300 350 400 450 500

(a) Typhoon surges
1.0
0.9
0.8 1
0.7 1
0.6 4
= 0.5 4
0.4
0.3 1
0.2
a.1
0.0 T T —T T T T — T —T—T
-228 -178 -128 -78 -28 22 72 122 172 222
(b) Tide level
Fig. 11: Typhoon surge (2) and tide level
accumulative function (108°10°E,

21°30'N).

Then the combination schema of tide and
typhoon surge is showed on the Fig. 12.

In order to have high certainty combined
water level (storm surge plus tide) at 100 and
200 year return periods, 54,900 combined
data (equivalent to 10,000 years of typhoon)
is created based on the below equation (3).

{HCb}i:{HS}j+{HT}k (3)
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where, Hg, is combined water level, Hs -
storm surge, Hy — tidal water level, i=1 to
54,900, j=11t0 5,490, k=1 to 55,200.

19 year 1,000 year
tidal dataset storm surge
dataset

acummulalive acummulative
distribution . . function

10,020 year
combined
datasel

l

Fig. 12: Combination schema of typhoon
surge and tide level.

Storm surge is estimated randomly based on
its accumulative function equation (4) [2, 4]:

Hg =inv(F(Ry;)) (4)

where, F is accumulative function, Pug -
accumulative probability, identified
randomly in between 0 and 1 uniformly, inv
— inverted function of F.

Tidal water level was picked up directly
from its accumulative distribution by using
the  Piecewise linear method and
accumulative probability P was identified
randomly in between 0 and 1 uniformly. For
example, tidal water level at P of 0.77 is
53cm, as shown in Fig 13.
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2 0AD :
£ H
= 080
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Tidal level (cm)

Fig. 13: Piecewise linear method used for
picking up tidal level from its
accumulative distribution P.

exceedance
calculated based on

Return period and Annual

probability  were

Equation 5 [2, 4]:
Ran

TI‘H = kHCba P: 1

@ L T

Hey

where, Ty IS return period of Hqg in year,
Rankpye, — rank of Hg, (Rankye=1 for
Max{Hcp}, Ranky=48,900 for Min{Hcy}),
L — length of data in year, P — annual
exceedence probability in percentage.

In the study area, at all 96 coastal points,
storm (surge plus) tide exceedance
probability and return period curves are
created. An example of the curve is showed
in Fig. 14.

Annual exceedance probability, point 01

Hem) 100 50 2520 10 5 2 1
600

550
500
450
400 =
350
300 =
250
200
150
100
50

0

05 P(%)

1 2 45 10 20 50 100 200 Tr fyear)

P@) : 1 2 5 10 20 50 100
Tr (year) : 100 50 20 10 5 2 1
Him) 4279 3724 3082 2857 2279 1826 128.7

Fig. 14: Returned period curve of storm tide
at point 01.

7. Conclusions

On the basis of the data on typhoon
parameters and sea water levels mearured at
tide gauges from 1951 to 2007 in the South
China Sea, specially in the coast zone from
Quangninh to Quangnam Provinces, as well
as applying various models in statistic,
hydrodynamics, the returned period curves
(and annual exceedance probability) of storm
surge plus tide at 96 points in distance of
about 10km along the coast are produced.
These curves are appropriate to use as the
boundary condition in the design of sea dike
as well as of other coastal constructions.
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Abstract.

Nowadays three phase composite materials are widely used in the shipbuilding industry.
When reinforced with fiber and particle, the physical and mechanical properties of polymer
composite materials are improved. This paper reports the bending analysis of three phase
composite plate with epoxy matrix, reinforced glass fiber and titanium oxide particles including
creep effect when shear stress is taken into account. The obtained results show that creep strains
lead to compression in the composite material. Introducing reinforced fibers and particles
reduces the plate’s deflection, when increasing the stretch coefficient allows the calculation of

creep deflection during a long loading period.

Key words: bending, three phase composite, plate, creep

1.Introduction

When a structure is loaded by periodic
constant loads or thermal loads, it will have
not only elastic strain but also creep strain.

The creep phenomenon was firstly
considered in the 1920s in the analysis for
metal under high thermal load. Then it has
been strongly developed since the 1950s-
1960s until present. Beside theoretical
results, experimental evidences were found
proving the existence of creep strain and its
effect on the material’s strain [1,2,4,5]. In the
research of creep, functional of time is often
used. Let v(7), in which 7e(-0t] is a

physico-mechanical process, then creep is
considered as a functional of v(7) [1]. The
expression in the cases of viscoelasticity and
elastoplasticity is as follow:

t
U=F(v) (1)
The functional F can be linear or

nonlinear. When F is linear, (1) can be
rewritten as [1]:

u(t)zv(t)+ij(t,r)v(r)dr )

If v(?) is a periodic function or in other
words, the following condition for v(?) to be
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a periodic function K of variable (#-7) is
satisfied [1]:

K(t,t)=K(t-1) (3)

In (2), the lower limit of the integral is -oo,
but in fact, any history of F starts from a
certain point: the beginning of materials
manufacturing, or the beginning of loading
process. So that (3) can be rewritten as:

u=v+ 7»'[ K (t —t)v(t)dt 4)

In the simplest case (one dimension), the
stress-strain nonlinear relationship can be
expressed as [2,5]:

o(t)=C, [ Kt~ (ke
+C2jj Kzz(t -T,t-1, )O'(Tl)c('fz )dtldtz +
j

[ Kz}(t —T,t-1,,t 773)G(T1)G(T2)6(T3)dtldtzdts T
)

In the tensor form [8]

t

&j (t): CijkIJ. Kn(t - T)le (T)dT +

0
t
j Ky (t -T,t-1, )le (Tl )Gop (Tz )dTldTZ +
0
j.jKﬁ(t —T,t—T,,t— T, )(TA,(TI )(T”I] (rz )(TH (‘rl)a’z'ldrldz'3 Feoeeene

(6)
The multiple term in (6) has the following
form [8,10]:

Knn(t—rl,t—rz,...,t—Tn)
= K;n(t_TI)K;n(t_TZ)“"Kr:n(t_Tn)
(7)

In the case of anisotropic materials, in
general the stress-strain relationship is as
follow [3,4,10,11]:

—

Cijklo

p

t

ct—~ o

+ Cifklopl s
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t
& (t) =0,B, + Jakl (t)Kijkl (t - T)dT ()
0
Equation (8) is Hooke law for viscoelastic
environment. Here the B,y and K (t-7) are
obtained from experiment.

Consider a plate made
composite (Fig.1)

of 3-phase

Figure 1. Three phase composite plate.

Experimental results [1-4] show that
creep strain is notable only under the action
of shear stress, then (8) can be written in the
following form:

o =Ag, T Apey

)

Gy = Apty + Apgy,
t

Cp = A66812 _J Z% (t - 9)812 (e)dG
0

The function A (t—0) stands for the

creep property of the material and can be
determined from experiment and normally
expressed as [2]:

1 t—60

Alt=0)=—dige " (10)

Here Azé and n are obtained from

experiment; # is the stretch coefficient of the
material.

2.Bending equation considering creep
effect.

2.1. Analytical research

The research of the effect of each phase
(fiber, particle) on the bending of 3-phase
composite plate is done in [13]. [14]
investigates the bending of 3-phase
composite plate when shear effect is taken
into account. In the making of bending
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equation, the plate’s bending moment is
determined as below [2,13,14]:

2 2
M, =- Dxa—zv+Dla—V2V
ox oy

0w 82w]

>

My :_(Dyayz"l‘l)lax2

Creep appears in the expression of twist
moment:

0,5h
H= J.ZO'I ,dz

-0,5h

= O]éh |:A66‘912 _j266(t —49)512(9):|de (I

-0,5h 0

62 h3 h3 t - 62
:_2A667W7+ 7.[1466(1‘_0) de
oxoy 12 12 0 OxOy
where:
oo Koo oo
DX_EAH’DI_EAIZ’Dy Ay, >
h’ E, - E
Dy=75Ax 4, = H—> 4, = 5
12 1_‘/12‘/23 1_‘/12‘/23
A, = Evwy  _ Epvy ; Ao =G, (12)
I=vpvy  1=vpvy,

In (12), the elastic modules of 3-phase
composite is completely determined as in
[12].

Introduce (11) and (12) into equilibrium
equation:

*M, M, _*H
S t———+2 =—q
Ox oy Ox0Oy

We get the plate’s deflection equation
when creep strain is taken into account:

4 4
D 6—W+Dya—ff+z(Dl +D,)
oy

Ow
X 4 2 2
ox ox*oy (13)
"~ o*w
—ZB£A66(t—0)6xz

2

df=gq

h3
12

here: B=

For a rectangular plate of size axb, free
boundary condition (Fig.2) bearing constant
load:

q=q, sinEsinQ (14)
a b

Figure 2. Rectangular plate, free boundary
condition bearing constant bending load.

The root of equation (13) is:

wlt)= c(t)sin%sin% (15)

From the boundary conditions:
x=0,w=0;,y=0,w=0;
x=a,w=0;y=>b;w=0;

(16)

Considering the following relationship:

W) (=Y 20 (x g

a?\)/(vz(t) a“ a“vi)(/:) 4b (17
0305

o*wil(t n*
6x26§/2) ~ah’ wit)

Introduce (14), (15) and (17) into (13), we
get the equation for the deflection c(?) of the
plate’s central point, which is a function of
time #:

DX[ZTC(W Dy(gj4c(t)
+ Z(D, +D,, )ai c(t) (49

2b2

4 —_—
—ZB#JA%(t—G)C(G)dG =0,
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In abbreviate form:

t

Dinh Khac Minh et al

The condition for initial elasticity:

~ ~ q
D-cl0)-D[ A (t-0)(oMo=g, (19 c=cd=0=7
0 ~ 4 (25)
with - ) ) 7
) ) ) Dx() +Dy(b) +2(D +D, )2
Vs Vs Vs a ab
D:Dx(j +Dy(] +2(D, +D, )2
a 6 @b (20) The root of equation (24) can be
D=2B 7;42 expressed as:
“’ q G g | R
To solve equation (18) we need to know or)= D-DA, +(DO_ D 103 0 Je v
the form of A (t—@). Introduce (10) into
(26)

(19) we get:

-0

D-c(t)- DA, Je_Tc(H)dH =q, 21
0

Notice that the term under integral in (21)
has the form:

t -0

LI oMo=—L[e oo+ 22
n 0

Differentiate both the two sides of (21)
with respect to ¢:

2.2. Numerical research

Consider a 3-phase composite plate
having the following properties:

E.=2.75GP, v,=0.35
E.=72.38GP, v,=0.2
v=0.21

Polymer epoxy matrix
Glass fiber
Titanium dioxide particle E=147GP,

The deflection ¢(?) is expressed in (73)
corresponding to each of the following cases

R | Case 1 Case 2
Dilt)+ Ddgg— [ e " (0)d0——Dielt) =0 Titanium

ns n dioxide volume

ratio &, 0.2 0.3
(23) Glass(:ﬁber
From (21) and (23) we have: volume ratio & 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
- Considering 1000, 5000, 10000, 50000,

nDé(t)+ (D — DA Je(t) -, =0 (24)  timet 100000 hours

A;) and n are given the values 200 and 10°, respectively.

The results for the plate’s deflection caused by creep are provided in Table 1,2,3,4 below
(the value of deflection is equal the given value in the table multiplied by load g):

Table 1. Creep displacement (mm) of 2-phase polymer composite (without added particle).

E.=0; n=10°

t=1000 t=5000 t=10000 t=50000 t=100000
=0 1.4968 1.4911 1.4839 1.4277 1.3604
&.=0,1 0.0363 0.0362 0.0360 0.0346 0.0329
£.=0,2 0.0013 0.0013 0.0013 0.0012 0.0012
£.=0,3 2.0680e-5 2.0597e-5 2.0494e-5 1.9691e-5 1.8731e-5
_£.=04 4.2996e-5 4.2824e-5 4.2610e-5 4.0940e-5 3.8944e-5
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Table 2. Creep displacement (mm) of 3-phase polymer composite (particle volume ratio is

10%).
£.=0,1 ;n=10°
t=1000 t=5000 t=10000 t = 50000 t=100000
&=0 1.0293 1.0253 1.0203 0.9814 0.9349
£.=0,1 0.0577 0.0574 0.0572 0.0549 0.0523
£.=0,2 0.0085 0.0084 0.0084 0.0081 0.0077
£.=03 0.0026 0.0026 0.0026 0.0025 0.0024
E.=0,4 0.0018 0.0018 0.0018 0.0017 0.0016
Table 3. Creep displacement (mm) of 3-phase polymer composite (particle volume ratio is
20%).
£.=0,2 ;n=10°
t=1000 t= 15000 t=10000 t=50000 t=100000
=0 -0.7109 -0.7081 -0.7047 -0.6777 - 0.6454
£ =0,1 -0.0732 -0.0729 -0.0725 - 0.0697 - 0.0663
£€.=0,2 -0.0178 -0.0178 -0.0177 -0.0170 -0.0162
£.=0,3 -0.0076 -0.0076 -0.0075 -0.0072 - 0.0069
£.=04 - 0.0051 - 0.0051 - 0.0050 - 0.0048 - 0.0046
Table 4. Creep displacement (mm) of 3-phase polymer composite (particle volume ratio is
30%).
£.=0,3 ;n=10°
t=1000 t=5000 t=10000 t =50000 t=100000
=0 0.4898_ -0.4878 - 0.4855 - 0.4668 - 0.4445
£ =0,1 -0.0816 -0.0813 - 0.0808 -0.0777 -0.0739
£.=0,2 -0.0268 -0.0267 - 0.0266 -0.0256 -0.0243
£.=03 -0.0133 -0.0133 -0.0132 -0.0127 -0.0121
£.=04 - 0.0089 - 0.0088 - 0.0088 - 0.0085 - 0.0080
Conclusions — The creep strain of the 3-phase composite

plate considered in this research is not
notable.

In this paper we’ve researched the
bending of a 3-phase composite plate when

creep is taken into account. The deflection — The creep strain causes to shrink plate. It

equation was obtained for a composite plate means that sad bending displacement of
having creep effect. plate reduces.

From the analysis for a 3-phase composite — Changing in the volume ratios of the fiber
plate consisting of polymer matrix, glass and particle component can lead to
fiber and titanium dioxide, the following change in the creep strain of the plate in
conclusion can be archived: bending.
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— The creep stain of plate will reduces if
the volume ratios of the fiber component
in composite increases.

— For assumed 3 phase composite plate, the
creep strain will increase if the volume
ratios of titanium oxide particle are
increased.
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Abstract

In the Southwest marine area of Vietnam, the tide regime is rather complicated. However,
this phenomenon has not been paid attention well because the tide range is not so large,
furthermore, tide gauge stations as well as the measured tide data are very limited, so results on
tide modeling are still modest and in almost these studies only 4 major tidal constituents are
considered.

In order to understand more the tide phenomenon in this area, the well-known software
MIKE?21 has been applied using the tide data observed at the tide gauges as well as from recent
field surveys for boundary conditions and model verification. Furthermore, 8 tidal constituents
(Ki, Oy, P, Qi, M, S,, Ky, N,) are taken into account. In the result, the major tidal

characteristics are reproduced after the software is calibrated and validated carefully.

Key Words: tide, numerical modeling, MIKE21

1. Mé diu

Thuy triéu trong Vinh Thai Lan néi chung
va ving bién Tay Nam noi riéng (hinh 1)
thuong dugc cac tic gid trong ngoai nudc
nghién cttu nhu la mdt bd phén cua Bién
Pong. Vi vdy, d0 phan giai khong gian con
nhiéu han ché. Trong bai bao nay trinh bay
két qua nghién ctru thay triéu ving bién Tay
Nam véi lu6i tinh min, cho phép tinh dén sy
thay doi chi tiét ciia duong bo va dia hinh
day bién cho 8 song triéu thanh phén, bao
gém cac Sél’lg Kl, O], Pl, Ql, Mz, Sz, K2 va
N,. Cong cu tinh toan la phén mém MIKE21

— tinh toan thuy luc va moi truong bién dugc
phat trien boi Vién Thuiy luc Pan Mach
(DHI) (Mike21, 2005).

2. Thiét 1ap mé hinh s6 tri

2.1 S0 liéu dau vao

Dé ap dung MIKE21 tinh toan thuy triéu
ving bién Tay Nam Viét Nam da sir dung
cac s6 lidu sau:

- Ban d6 dia hinh cua Hai quan Nhan dan
nam 1982 ti 1& 1/100.000 cho ving ven bién
Tay Nam va ty 1€ 1/1.000.000 cho vung con
lai cia vinh Thai Lan. Céc ban dd nay dugc
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sé hoa bang cong nghé GIS, sau do chuyén
do6i sang khudn dang cua phan mém Surfer
de xur 1y tao file d6 sau cho mo hinh.
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Hinh 1. Vi tri viing nghién ctru

- S6 liéu hang sb diéu hoa 4 song triéu
chinh (K, Oy, M,, S,) ctia Dé tai cAp Nha
nude KT.03.03: “Thuy triéu Bién Dong va su
dang 1én cua muc nudc bién ven by Viét
Nam” (hinh 2).

- S6 lidu hing s diéu hoa 8 song triéu
(Kl, 01, Mz, Sz, Nz, Kz, Pl, Ql) dll'QC phén
tich tir chudi s6 liéu muc nude 5 ndm (2004-
2008) tai cac tram hai vin Ong DPéc, Xéo RO,
Rach Gia, Phti Qudc (hinh 2) (Pé tai
KC.09.02/06-10).

- Sb liéu do muc nudc 7 ngay tai vi tri
(104°20E, 10°00°N) (Tram 14) tr 19/9 dén
22/9/2007 va tir 10/3 dén 17/3/2009 (hinh 2)
cua Dé tai KC.09.02/06-10.
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Hinh 2. Vi tri cac diém c¢6 so li¢u hang so
diéu hoa thuy tricu

2.2 Luwdoitinh

D4 thiét 1ap ludi tinh c6 kich thude 2km x
2km trén toan vung nghién ctru (545 x 435
ludi) va ndi suy do sdu mién tinh (hinh 3).
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Hinh 3. Dd sdu mién tinh

biéu kién bién dugc ndi suy tr cac hang
s0 dicu hoa tai cac tram hai van (hinh 2).

3. Hi€u chinh va kiém tra mo hinh

Trude hét, mod hinh duge hiéu chinh vé
bién d6 va pha cho 8 song triéu (K, Oy, Py,
Ql, Mz, Sz, K, Ny). Cac hinh 4-11 1a so sanh
hang sé diéu hoa cia ting song tridu gitra két
qua tinh todn va gia tri phan tich tr so li€u
thuc do.

g Séng triéu K,

3 = NoN = -— = X [&]
33 wb%‘@fg E5252 2N & g‘f‘cg 58605
2AE T 853 n 9T Q o502 P EE
<9 man'S’mﬂf 29 €0 ¢ cl‘_"ﬁg B
O £ <37 a8 & 58 28
© e - on
X 3
———KI1H_tinh - - - =K1H do
¢ Kig_tinh X  Kilg_do

Hinh 4. So sanh két qua tinh toan va thyc do
hang s6 dieu hoa song tricu K,
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Hinh 5. So sanh két qua tinh toan va thyuc do
hang so di¢u hoa song triéu O,
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Hinh 6. So sanh két qua tinh toan va thyc do
hang s6 di¢u hoa song trieu P,

cm Séng triéu Q, do
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Hinh 7. So sanh két qua tinh toan va thyc do
hang s6 dieu hoa song tricu Q,
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Hinh 8. So sanh két qua tinh toan va thyuc do
hang so di€u hoa song tricu M,
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Hinh 9. So sanh két qua tinh toan va thyuc do
hang s0 dicu hoa song triéu S,

cm Séng triéu N, do
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- 300
30 41 240
20 1 180
- 120
10 - 1 60
0 0
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Hinh 10. So sanh két qua tinh toan va thuc do
hang so di¢u hoa song triéu N,
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Hinh 11. So sanh két qua tinh toan va thuc do
hang so dicu hoa song tricu K,

Sau khi m6 hinh MIKE21 d3 dugc hiéu
chinh vé bién d6 va pha cta timg séng tridu,
da str dung sb liu do dac muc nudc tai tram
14 vao thang 9/2007 va thang 3/2009 dé
kiém tra md hinh. C4c hinh 12 va 13 la két
qua kiém tra mé hinh nay.

Két qua so sanh chi ra ring mo hinh
MIKE21 d3 duge hiéu chinh va kiém tra tdt,
c6 thé sir dung dé mo ta cac dic trung vé dao
dong thuy triéu trong khu vuc nghién ciru voi
d6 chinh xac chap nhan duoc.
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Hinh 13. So sanh két qua tinh toan va thuc do
muc nudc tir 19h 10/3 dén 14h 14/3/2009

4. Tinh hing s6 diéu hoa thiy triéu

Sau khi dugc hiéu chinh va kiém tra kha
tdt, md hinh MIKE21 duge su dung dé tinh
hz?mg s6 diéu hoa cua 8 song triéu 1a Ky, Oy,
Py, Q1, My, S, N, K, trong ving nghién curu.
Cac hinh 14-21 1a cac birc tranh phan b
ddng bién d6 va pha cua tirng song triéu ving
bién Tay Nam.
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Hinh 14. Phan bd bién d6 va pha séng K,
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Hinh 15. Phin bd bién d6 va pha song O,
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Hinh 16. Phan bd bién d6 va pha song P,
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Hinh 17. Phin bd bién d6 va pha song Q,

71

3°56" 101°

103° 1057

1
N THAILAN

ony| THAI LAN

98°56'E 101°

CHU GIAI
57 Gia i bién do Sem
30 Gid wipha 30 do

CAM PU CHIA

Hinh 18. Phan bo bién d6 va pha song M,
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Hinh 19. Phé4n bd bién d6 va pha song S,

Hinh 20. Phan b6 bién d¢ va pha séng N,
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Hinh 21. Phéan bo bién d6 va pha song K,
Nhain xét

Trude hét co thé nhan thiy rang, cic ban
d6 phan b nay vé xu thé chung 1a thong nhit
v6i cac ban do duoc xay dung theo két qua
tinh toan cho toan Bién Pong véi do phan
giai thé hon. Tuy nhién, cac két qua tinh toan
v6i d6 phén giai cao hon trong khudn kho Dé
tai nay da dua ra nhitng ban d6 phan bd chi
tiét hon, dinh lugng t6t hon cho ving nghién
ctru va c6 thé tim thdy nhiing dic diém ma
nhimg ban d6 phan bd thoé hon khong phat
hién dugc.

a) Cac song chu ky ngay (O,, K;, P;, Q1)

Ban do phén bd dang bién do va dong pha
clia cc song tridu chu ky ngay nay c6 nhiing
nét trong ddi gidng nhau, chi co khac nhau
chut it vé gi tri dai lwong va hinh dang phan
bd cac duong dong muc (xem hinh vé& 14-
17).

- Song O1: Pay la séng nhat tridu c6 tén
goi Mat trang chinh, c¢6 chu ky 25,819 gio,
tbc do goc 1a 13,943 do/gid. Ban dd phan bd
pha chi ra rang, séng c6 mot diém vo tricu
trong vinh Thai Lan tai toa do 7°50°06”N,
102°07°48”E. Piém v6 triéu ndy gin giita
ctra Vinh, trén duong thiang nbi mii Ca Mau
(Viet Nam) v6i cang Kota Baharu
(Malaysia). Trong cac ban dd phan bd thiuy
tridu Bién Pong ctia nhom D3 Ngoc Quynh,
Nguyén Thi Viét Lién (B¢ tai KT.03.03,
1996) hay cua Yanagi T., T. Takao and A.

Morimoto (1997) xay dung trén co sé tai
liéu do dac v¢ tinh déu c6 mot diém vo triéu
nay nim & phia ctra vinh Thai Lan, nhung
cac toa do co xé dich di. Quanh diém vé triéu
dd chi ra & trén, song O; lan truyén nguoc
chiéu kim dong hé. Pay 1a dic diém rat phd
bién tai cac bién thudc Béc Ban cau trén thé
gidi. Theo sy gidi thich cia Talor (1920), day
1a két qua cia su giao thoa cua song téi va
song phan xa Kevin. Nhu vdy, quy ludt
chung nay ciing dung cho séng nhat triéu
trong vinh Thai Lan. Trong ving bién ven bd
Tay Nam Viét Nam, gia tri pha theo quy luéat
chung vura nhan xét ¢ trén, ciing dugc tang
dan trong khoang 300-330° ¢ khu vuc miii
Ca Mau 1én 360° ¢ khu vuc cira Song Poc,
roi dat 30° & ving Rach Gia va ting 1én dén
60° & khu vuc Phu Quéc, Ha Tién. Nghia la
song nhat triéu O, truyén tir vung mii Ca
Mau 1én ving Ha Tién, Phu Qudc s& cham
pha khoang 6 gio. Vé bién d6 song Oy, phén
bb ting dan tir diém vo triéu hudng di cac
phia. Cac duong déng bién do tao thanh dai
song song cit ngang Vinh va ting dan gia tri
tir cira Vinh 1én phia dinh Vinh. O khu vuc
dinh Vinh (ving Bangkok), gia tri bién do
song O; ¢& 40cm va 16n hon. O ving bién
ven bo Tay Nam Viét Nam, bién d6 song O,
khoang 10-15cm.

- Song K;: La song nhat triéu co tén goi
Mait trang - Mat troi, c6 chu ky 23,934 gio va
toc do goc 15,041 do/gid. Buc tranh phan bd
cac dudong dong pha va dang bién do ciing
tuong tu nhu séng O1. Séng K; cling c6 mot
diém vo triéu phéan bd & vung cua Vinh, tai
toa do 8°07°08”N, 101°47°47”E. Sy chuyén
pha quanh diém vo tridu ciing xay ra ngugc
chiéu kim dong hd. Tuong Ung gia tri pha
cia K; ving ven bo Tdy Nam Viét Nam bién
dbi tir 0-30° & khu vuc miii Ca Mau toi 60° ¢
vunh Rach Gia va 90° ¢ ving Ha Tién, Phu
Qudc. Song truyén tir ving miii Ca Mau 1én
ving Ha Tién, Phu Qudc s& cham pha
khoang 6 gio. V& bién d¢, song K, 16n hon
gap 2 1an so véi song O,. O dinh Vinh, gia tri
bién d6 séng K; ¢ 70cm, & ving bién ven
bo Tay Nam Viét Nam, bién d6 song K; dat
25-30cm.
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- Song Py: Song nhét triéu co tén goi Mit
tro1 chinh, cé chu ky 24,066 gio va tbe do
goc 14,959 d6/giv. Buc tranh phan bd cac
duong dong pha va dang bién do ciing tuong
tu nhu cac song ¢ trén. Séng Py cling c6 mot
dlem vo triéu & ving gifra cra Vinh nhung
nim siu vao phia Vinh hon, tai toa do
8°40°55”N, 102°34°48”E. Sy chuyén pha
quanh diém vo tridu ciling xay ra ngugc chiéu
kim ddng hd. Twong mg gia tri pha cua P,
vung ven by Ty Nam Viét Nam bién dbi tir
0° & khu vic miii Ca Mau dén 90° ¢ ving Ha
Tién, Phu Qudc. Séng truyén tir ving mili Ca
Mau 1én ving Ha Tién, Pha Qudc s& cham
pha khoang 6 gio. Bién do song P; nhé hon
han so v6i K; va O;. Tai vung dinh Vinh,
bién d¢ song P; chi dat khoang 15-20cm. O
vung ven bo Tay Nam Viét Nam, gia tri bién
d6 song P, khoang 5-10cm.

- Séng Q;: Song nhat tridu co tén goi Ellip
Mit tring 16n, c¢6 chu ky 26,868 gid va tdc
d6 goc 13,399 do/gio. Ban dd phan bd cac
dudng ddng pha va déng bién do ciing twong
ty nhu cac song nhat tridu da noi ¢ trén. Song
Q, ciing c6 mdt diém vo tridu ¢ ving giita
cra Vinh, tai toa d6 7°57°29”N,
102°19°44”E, gan voi diém vo tridu cua cac
song O va K;. Bién dbi pha quanh diém vo
triéu ciing xay ra nguoc chiéu kim dong hd
nhu quy ludt chung. Tuong g gia tri pha
clia séong Q, trong ving ven bién Tdy Nam
Viét Nam bién doi tir 300-330° & ving miii
Ca Mau dén 30° ¢ vung Ha Tién, Phu Qudc.
Song truyén tir ving miii Ca Mau 1én ving
Ha Tién, Phii Qudc s& cham pha khoang 4
dén 6 gio. Bién do song Q; nho hon séng P,
mot chat. Tai ving dinh Vinh, bién d6 song
Q; khoang 14-15cm. O ving ven bd Tay
Nam Viét Nam, gia tri bién d6 Q; khoang 4-
6cm.

b) Cac song chu ky nita ngay (M, S,, N,
K;)

Cac song chu ky ntra ngay trong vinh
Thai Lan nho hon dang ké so vdi cac song
chu ky ngay. Su phan bd cac dudng ddng pha
va dang bién do nhin chung ciing phuc tap va
da dang hon. Chung chi c6 mét so nét chung
nhu cing ton tai hai diém vo triéu ¢ cac khu
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vyc gidng nhau va gia tri bién do déu nho ¢
hau nhu phan 16n khong gian Vinh. Tuy
nhién khi xem xét chi tiét chung lai c6 nhimng
diém khéng gidng nhau (xem céac hinh vé& 18-
21).

- Séng M,: Séng ban nhat tridu c¢6 tén goi
Mat trang chinh c6 chu ky 12,420 gio va toc
do goc 28,984 d6/gio. Theo ban do dong pha,
song triéu M, ¢6 hai diém vo triéu: mot & cua
Vinh va mot & bén trong vinh Thai Lan, tai
cac toa d0 8°37°34”N, 103°34°30”E va
11°10°52”N, 100°08°42”E. Trong ban do
phan bd song triéu M, cho toan Bién Dong
cua Fang (1986) ciing chi ra ton tai hai diém
vo tricu trong vinh Thai Lan, ban dd tinh
toan cia D6 Ngoc Quynh va Nguyén Thi
Viét Lién (Dé tai KT.03.03, 1996) va ban dd
xay dung theo tai li€u v¢ tinh cia T. Yanagi
va T. Takao (1997) ciing chi ra mot diém vo
tridu ¢ cira Vinh va mot diém ao phia trong
Vinh. Vi tri cac diém vo triéu theo cac tac gia
khac nhau c¢6 chit it xé dich. Tuy nhién diém
vO tridu & vi tri gin ctra Vinh theo cac tinh
toan khac nhau 1a kha gan nhau. Mot diéu rat
thi vi déu thong nhat giita cac ban dd 1a su
bién d6i pha quanh diém vo triéu ¢ khu vuc
ctra Vinh déu xay ra theo chidu kim ddng hd.
Nhu dé noi ¢ phan phén tich song tridu O,
rang, theo quy ludt chung ¢ hau hét cac bién
thuoc Bic Ban cau, su bién d6i pha_quanh
diém v6 tridu déu xay ra ngugc chiéu kim
ddng hd va Taylor (1920) da giai thich hién
tugng nay. Trong dir liéu khoa hoc bién cua
thé gi6i ciing di dua ra truong hop dic biét
khong theo quy luét chung: d6 la tai bién Hac
Hai, bién d6i pha cua song ban nhat triéu
quanh diém vo triéu xay ra theo chiéu kim
ddng hd. Sterneck (1922) da giai thich hién
tuong nay la do tac dong cua hai loai luc kich
dong theo hudng dong - tdy va hudéng nam -
bac trong quéa trinh hinh thanh thuy triéu ¢
bién nay. Sau khi phat hién ra hién tuong
bién ddi pha ctia cac song ban nhat tridu M.,
S, tai vinh Thai Lan T.Yanagi, T.Takao
(1998) da tinh toan va giai thich hién tugng
trai quy luat chung nay la do su tac dong cua
cac dao dong theo chu ky riéng ton tai trong
Vinh. Nhitng nghién ctru can phai tiép tuc
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tién hanh dé lam rd hon co ché ddc biét cla
hién twong nay. Nhu vy, trong khudén kho
tinh toan ctia D& tai nay da chi ra dugc séng
M, ton tai hai diém vo triéu trong vinh Thai
Lan, trong do diém vé tridu & ctra Vinh ¢6
bién d6i pha theo chiéu kim ddng hd 1a
nguoc quy luat, con diém bén trong Vinh thi
bién d6i pha van nguoc chiéu kim d(‘)ng h6
nhu thong thudng. Van dé nay go1 mo de tiép
tuc c6 nhirng nghién ctru séu sac hon vé ban
chat va co ché cua hién twong. Nhu vay, do
su ton tai cua hai diém v triéu va van hanh
bién dbi pha do chung chi ph6i ma phan bd
pha ctia song M, trong vinh Thai Lan kha
phirc tap va phan chia ra thanh cac ving bién
ddi khac nhau. Tir ving mili Ca Mau 1én Ha
Tién, Phu Quéc gia tri pha cia M, giam dan,
c6 nghia thoi gian xay ra thuy tridu & Ha
Tién, Phu Qudc s& sém hon so véi khu vuc
Ca Mau chur khong cham pha nhu truong hop
cac song nhat tridu. V& bién d6i bién do song
M., c6 thé thdy bién do 16n nhat tap trung &
vung dinh Vinh va vung phia dong Nam B§
(Viét Nam). Khu vyc dinh Vinh (ving
Bangkok, Thai Lan) bién do6 M, c6 thé dat
40-45cm. Vung ven bd Tay Nam Viét Nam
bién dd M, khoang 5-15cm.

- Séng S,: Séng ban nhét tridu c6 tén goi
Mit troi chinh c6 chu ky dung 12 gio va tbc
d6 goc 30 do/gio. Cac ban dd phan bd gan
gidng véi song M,, nhung bién d6 nho hon,
chi bang nita M,. Song S, ciing ton tai hai
diém vo triéu trong vinh Thai Lan. Mot &
phia ctra Vinh, gan b Viét Nam, bién dbi
pha ¢ day ctng theo chiéu kim ddng hd nhu
song M,. Mot nam phia trong Vinh, bién dbi
pha ¢ diém nay xay ra nguoc chidu kim dong
h6 nhu séng M, va tuan theo ‘quy luét thong
thuong. Mot dac diém thiy rét ro trong bién
dbi pha cua séng S, 1a tao thanh nhimg dai
rong hep khac nhau. Trong cac dai khong
gian hep, pha bién d6i rat nhanh. Nguoc lai,
0 nhirng dai khong gian rong pha bién dbi rat
chdm. Ching han, & ving bién ven bd Tay
Nam Viét Nam c6 mot dai phia bic cira Song
Déc, pha bién ddi rat nhanh tir 60° dén 150°.
Sau do6 di 1én phia Ha Tién hay xudng phia
miii Ca Mau thi pha bién dbi cham di réat

nhiéu. Bién do song S, ¢ khu vyc dinh Vinh
dat 20-25cm, & phia bd Tay Nam Viét Nam
kha nho, chi khoang 1-5cm.

- Song N,: Séng ban nht triéu co tén goi
Ellip Mat trang 16n, c6 chu ky 12,658 gio va
tbc do goc 28,880 dd/gio. Song tridu N, ciling
6 hai diém vo tridu & cac vi tri gin gidng
v6i cac vi tri cia song M, va S,. Toa do cua
cac diém vo tricu N, la 8°22°51”N,
103°18’10”E do va 11°02°02”N,
100°16°37”E. Khac vai cac song M, va S,,
bién ddi pha cua séng N, quanh hai diém v
triéu nay déu theo quy lut ngugc chiéu kim
ddng ho. Bién d6i pha ctua N, ciing déu din
hon, khong tao thanh cac dai bién d6i qua
nhanh va qua cham nhu trudng hop cta song
S, dd néi & trén. Gia tri pha song N, bién ddi
tir 240°-270° viung miii Ca Mau dén 350°-
360° vung Ha Tién, Pha Qudc, nghia 1a song
triéu N, truyén tr miii Ca Mau 1én Ha Tién,
Pht Qudc s& cham pha khoang 3 gio. Bién
dd song N, kha nho, ¢ vung dinh Vinh ¢ 8-
9cm, & phia by Tdy Nam Viét Nam bién déi
tr 3-8cm.

- Song K,: Séng ban nhat triéu co tén goi
Mat trang - Mt troi, c6 chu ky 11,967 gio va
tbc do goc 30,082 do/gid. Song K, ciing co
hai diém v6 triéu trong vinh Thai Lan. Vi tri
ctia chung ciing 14n can véi cac diém vo tridu
cua cac song ban nhat triéu khac. Toa do cua
cac diém vo tridu 1a 8°58°16”N, 102°43°19”E
va 11°13°01”N, 100°43°23”E. Bién d6i pha
cta song K, quanh diém vo triéu ciing khéc
hin so véi cic séng ban nhat tricu khac.
Nghia 1a tai diém gén cira Vinh, bién d6i pha
nguoc chidu kim dong hd nhu quy luat thong
thuong, nhung & diém bén trong Vinh lai
bién doi theo chiéu kim dong hd nhu truong
hop nguoc quy luat. RS rang sy bién d6i pha
cua cac song ban nhat tridu trong vinh Thai
Lan la rat phic tap, 'khéng theo quy luat
thong thuong. Dac diém nay can thiét phai
nghién ctru sdu sic hon trong tuong lai. Bién
d6 song K, trong toan Vinh rat nho, chi ¢& 1-
2cm. Vung bién d¢ 16n chi tip trung xung
quanh vung Kién Giang, & day bién do K, c&
6-7cm.
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5. Phan viing ché do thiy triéu

Sau khi tinh hing s diéu hoa 4 song triéu
chinh K, Oy, M,, S, d tién hanh phan loai
ché d6 thuy triéu va dong triéu ving ven bo
Tay Nam theo chi sb Vander- Stock
(Duvanhin, 1960) nhu sau:

Hy +Hg,
 Hy, +Hg,
v6i Hx 1a bién d¢ thay tridu cia cac song
triéu tuong ung K;, Oy, M,, S,,

Ché d6 thuy tridu va dong triéu phu thude
vao gia tri Fy sau:

F = 0,0 + 0,25: Ché do ban nhat triéu déu

Fy = 0,25 + 1,5: Ché do ban nhat tridu
khong déu

Fu = 1,50 + 3,0: Ché d6 nhat triéu khong
déu

Fiy >3,0: Ché do nhat triéu déu

D3 tinh toan va dua ra cac ban dd phan bd
ché d thuy triéu (hinh 22).
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Hinh 22. Ché d6 thay tridu ving bién Tay Nam

Nhén xét

Tir hinh 22 ¢6 thé thiy rang ché do thuy
triéu vinh Thai Lan thudc vé& ché d6 nhat
triéu 1a chu yéu. Nghia 1a dai da s6 khong
gian Vinh mang ché d6 nhat tridu khong déu
va nhat triéu déu, chi c6 mdt pham vi nhé &
dinh Vinh c6 ché d6 ban nhat triéu khong
déu. Vung bién phia Tdy Nam Viét Nam
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mang ché d6 nhat tridu khong déu. Hang
ngay thuong c6 mot 1an tridu 1én va mot lan
tridu xudng. Trong mot thang c6 khoang 2-3
ngay ¢ 2 lan triéu 1én va 2 lan tridu xudng
xay ra trong thoi ky nudc kém (bién d6 thuy
triéu nho).

6. Tinh muyec triéu thién vin cao nhit
va thap nhat

Ché d¢ thuy tridu thuong c6 chu ky thién
van gan 19 ndm. Vi vy dé c6 myc triéu thién
van cao nhat va thap nhat sé& tinh thuy triéu
timg gio tai timg diém trong ving quan tim
trong sudt 19 nim, rdi s& chon gia tri cao
nhat va thip nhat. Chu ky 19 nam duoc chon
¢ day la nhitng nam 1991-2009. Muyc nudc
triéu dugc xem 1a tong hop tir cac song tridu
thanh phan dang hinh sin don gian véi bién
d6 va chu ky khéc nhau.

Cong thirc tinh myc tridu téng hop tir cac
song thanh phan c6 dang sau:

n
z, =A,+ Z:fiHi cos(o;t+(V, +u), —g;)
i=1
trong do: z 1a d6 cao muyc triéu tai thoi diém
t; A, - dO cao muc nudc trung binh so voi sb
khong tram hodc khong d¢ siu; n - ) song
triéu thanh phan; f; - hé s suy giam bién do
(tham sb thién van bién do); (Vs+u) - pha
ban dau ciia song thanh phan trén kinh tuyén
Greenwich (tham s6 thién van pha); o; - van
toc goc ciia song thanh phan thir i; Hj, g -
hing s6 diéu hoa bién do va pha cia song
thanh phan tht i.

Cac song dugc chon dé dua vao tinh toan
cho ving bién ven bd bién Tay Nam la K,
01, P, Qi, Ms, S5, N, K, (n=8). Cac tham s6
thién van f; va (V,+u); cua 8 song nay duoc
tinh theo cac cong thuc trong cdng trinh cua
Duvanhin, 1960. D6 cao muc nudc trung
binh (A,) cho ving bién Tdy Nam liy theo
tram Ha Tién (A,=76cm).

Két qua tinh toan dwoc dua ra trén hinh
23 va 24.
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Hinh 24. Phan bd muyc triéu thién vin nhé nhét
Nhén xét

C6 thé thiy gia tri thuy triéu cuc dai s&
nho nhit ¢ ving ngoai khoi gan cira Vinh
(khoang 90cm) va ting dan 1én phia dinh
Vinh, & day dat trén 230cm. Vung bo phia
Tay Nam Viét Nam tir Ca Mau dén Ha Tién
dat khoang 140-150cm. Gia tri thiy triéu cuc
tiéu s& co gia tri 1on nhit & ngoai khoi gan
ctra Vinh (khoang 60cm) va giam dan 1én
phia dinh Vinh, ¢ day ha xubng dudi 130cm.
Vung bo phia Tay Nam Viét Nam tir Ca Mau
dén Ha Tién, gia trj thay tridu cuc tiéu giam
xuong dén 10-20cm. Nhu vay cling ching to
rang vung ngoai khoi gan ctra Vinh dao dong
thuy tridu c6 bién d6 nho va dao dong thiy
triéu 16n nhat ting dan 1én phia bic, 16n nhit
& khu vuc dinh Vinh.

Két luin

M6 hinh MIKE21 d3 duogc hiéu chinh va
kiém tra kha t6t va dugc st dung dé nghién
ctru hing s6 diéu hoa 8 séng triéu thanh phan
(Kl, 01, Pl, Q], Mz, Sz, Kz, N2) Cac buc
tranh phan bd bién d6 va pha cua cac song
tridu phu hop véi két qua cua cac tic gia
trong ngodi nudc nghién ciru bang cac
phuong phéap khac nhau. V&i nhiing tinh toan
cho luéi tinh chi tiét, cic két qua vé phan
vung ché do thuy triéu va gia tri cuc tri cua
muec tridu thién van 1 tai liéu can thiét, phuc
vu cho cac hoat dong phat trién kinh té - xa
hoi, an ninh quc phong trén ving bién nay.
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Abstract

Nowadays, energy is one of proplems that gets the attention from all countries over the world. Beside
the classical energy sources such as: thermoelectric, hydroelectric, there is a new energy source that have
been attracted in recent years. That is ocean waves energy. This paper presents the research and design of
Energy Storage Control Model (ESCM) that converted ocean wave energy into electrical energy. This
model consists of a wave energy converter (WEC) that used to transform ocean wave energy into
electrical energy, rectifier, voltage stabilizer, and an embedded controller. The converted energy is stored
in a Lead-Acid Battery (12V, 5AH). This charge process is controlled by the microcontroller of

Microchip, PIC16F877A.

Key Words: energy storage control model (ESCM), water energy converter (WEC), lead-acid battery

charger, microcontroller, fly-back converter.

1. INTRODUCTION

The electricity demand today for
industries as well as daily life is increasing.
The traditional energy sources are being
exploited to the utmost and the diminishing
status. Moreover, the amount of CO,
generated in the process of using resources
that have caused the pollution of living
environment. Challenge that put the pressure
on all the countries is find renewable energy
sources. It is a necessary and urgent task. A
form of renewable energy has been

researched that use energy from ocean
waves.

Ocean wave energy is renewable energy
resources that are available in nature. Using
ocean  wave energy  will  reduce
environmental pollution compared with
energy from the fuel. Ocean wave energy is
endless because there are up to 70% of earth
face is covered byte water.

To use wave energy, an energy storage
system is required to store the electrical
energy is converted from wave energy.
System model is shown in Figure 1.

As known, it’s inconvenient to create
wave in the laboratory and the cost of
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creating wave, wave energy conversion
module using water from a reservoir flows
down to rotate blade of turbine (if using
actual wave of the final results of the tuner as
well as to make the turbine rotating blades).
The blade turbine is connected to a rotor of
electric motor. This rotor rotates along with
the rotation of blade. When the rotor rotates,
it generates an alternate current. This
alternate current will be rectified into direct
current to charge for a lead-acid battery.

The DC voltage after rectifying will be
applied to a module that controls the lead-
acid’s charge process. The charge controller
module obtains a DC/DC converter and a
microcontroller (PIC16F877A).

P
(| 5 l—' Water
| Rotate [
l Rotor ]

Rectifier and
voltage stahilizer

Lead-acid
hatiery charger

Lead-acid
hatiery

Figure 1: Model of energy storage system
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2. HARDWARE DESIGN

2.1. Ocean wave energy converter into AC
current

There are a lot of wave energy converters
to convert wave energy into electricity such
as: turbine type, buoy type. Each type has its
advantages and disadvantages. In this system
model, oscillation water column (OWC)
wave energy converter is used. This device
uses the Kaplan turbine to rotate the rotor of
electric motor and it has parameters: AC
Voltage 220V, Oscillating current 2.5 - 10A,
Frequency 50Hz, and Power 300W.

2.2. Rectifier and
module

Rectifier and voltage stabilizer module is
used to convert AC current that created by
wave energy converter into DC current. This
is a Fly-back converter that is designed
employing IC UC3842 of Fairchild
Semiconductor. It is an integrated pulse
width modulator (PWM) designed with both
these objectives in mind. This IC provides
designers an inexpensive controller with
which they can obtain all the performance
advantages of current mode operation.

Without varying the ramp oscillator
frequency with load, only a constant
frequency converter is possible and this is the
basis of line current mode converter circuit.
Duty cycle is a function of load demand up
to the limit imposed by the internal duty
cycle clamp and, beyond this, output voltage
decreases with increased output current
demand.

The characteristics of rectifier and voltage
stabilizer are:

- Input voltage: 85V-265V/AC.

- Frequency: 50 Hz — 63 Hz.

- Output: 19V-5A/DC.

- Efficiency: 80%

Figure 2 shows the topology of a Fly-back
circuit. Input of this circuit is DC voltage that
is rectified by bridge rectifier circuit. A fast
switching MOSFET (S) is used with fast
dynamic control over switch duty ratio (ratio

voltage stabilizer
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of ON time to switching time-period) to
maintain the desired output voltage. The
transformer is used for voltage isolation as
well as for better matching between input
and output voltage and current requirements.

>
E +
de &

Figure 2: Fly-back converter

Figure 3: Principle diagram of rectifier and
voltage stabilizer module

When switch S is on, the primary winding
of the transformer is connected to the input
supply with its dotted end connected to the
positive side. At this time, the diode ‘D’
connected in series with the secondary
winding gets reverse biased due to the
induced voltage in the secondary. Thus with
the turning on of switch *S’, primary winding
is able to carry current but current in the
secondary winding is blocked due to the
reverse biased diode. The flux established in
the transformer core and linking the windings

is entirely due to the primary winding
current.

When S turns “off” the primary current
stops, all winding voltages reverse by Fly-
back action, and the output diodes and
secondary windings now conduct current.
Therefore, the primary and secondary
windings in the Fly-back “transformer”
conduct current at different times.

2.3. Battery charger module

The PIC16F877A comes with the onboard
PWMs are useful for controlling charge
control circuit, while the Analog-to-Digital
converter (ADC) can monitor the charge
state to prevent overcharge. The charger is
designed to charge a sealed lead-acid battery
(12Vv, 5AH); however, the charge parameters
are easily modified to work with different
lead — acid batteries.

This design uses a constant current,
allowing the voltage to rise until the battery
voltage reaches a full charge. The charge
current is then turn off to prevent
overcharging. This allow a high initial charge
to quickly bring the battery to a full charge
and a low maintenance charge current as
needed to maintain the full charge.

The PI controller and Buck converter
control the charger current to the battery.
When PI controller senses that the charge
current is too high, PWM output will pull the
gate of the MOSFET (Q.) low, turning off
the current from the power supply and allows
current to flow through D,. The Buck
converter (L;, C, and D,) takes over and
modulates the current to the battery at a
controlled rate. When PI controller senses the
charge current is too low, it turns on,
allowing current from power supply to flow
through Q;. The Buck converter now
increases current at controlled rate.

The component values for inductor and
output capacitance chosen based on the
operating parameters of the system.

The inductor value (L):
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Where:
r
Nz = Maximum input voltage
Vout = Output voltage
faw = Buck converter switching
frequency
LIR = Inductor-current ratio
foutppr = Maximum output
current

The output capacitance (Coy) is chosen
such that:
I;lnk
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Where:
Vouw = Output voltage
Ipeax = Peak current through the
inductor
AV = OQutput - voltage overshoot
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Figure 4: Buck converter
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b

Figure 5: Principle diagram of lead-acid
battery charger module

3. ALGORITHM

The controller starts by measuring the
voltage on the battery to determine the initial
charge rate (high, low, or off). Next, it sets
up the PI controller to control and monitor
the constant current charge.

With charge at a high rate (1A for this
batter) until the voltage of battery is above
the high limit (13.8V). The charge current is
the cut off, allowing the battery voltage to
decay until it descends past the low limit
(12.5V). A low current charge (500mA) is
then applied to again bring the battery
voltage up past the high limit. The drift
downl/trickle charge cycle repeats.

Volts

High Lirmit

& L 2
& o
3 : 3
S5 St o
Low Limit 2
o5

=

\_E,& %,O

Figure 6: Charging strategy
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current control

b

| Measure battery voltage |

I Determine charge rate I

Figure 7: Controller flow chart Results
4., RESULTS

The system hardware is successful
designed. Furthermore, lead-acid battery
charger has been built and test with results as
follows.

When the programmable  voltage
reference was set to supply the fast charge
current of 1A, the actual charge current is
1.06mA. When the programmable voltage
reference was set to supply 500mA trickle
current, the actual output was measured to be
as high as 485mA.

Take about 4 to 6 hours to full charge.

Figure 8: Battery charger

5. CONCLUSION

This article presented the research and
design energy storage control model in the
conversion from ocean wave into electricity
(ESCM). All of the tests were implemented
in laboratory but they can be improved to
apply in daily life. Battery charging
algorithm can be improved to obtain a larger
efficiency and more flexibility.
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Abstract

This paper proposes a method of measuring irregularity of cost landscape as a preliminary
study for developing intelligent dynamic encoding algorithm for searches (iDEAS), which is a
fast global optimization method of engineering problems. Since 2002, the DEAS group
including eDEAS, uDEAS, and mDEAS has been successively developed with top-class search
results by which it is acknowledged as one of the cutting-edge metaheuristics. The proposed
measure of search status and irregularity will provide useful information for intelligent
transformation of DEAS structure, which is validated through two benchmark functions.

Key Words: cost landscape, global optimization, DEAS, search intelligence, function optimization

1. Introduction

Dynamic encoding algorithm for searches
(DEAS) is a computational optimization
method group which do not require a
derivative equation of objective function to
be minimized or maximized (Kim et al. 2004,
Kim et al. 2007, Kim et al. 2008, Kim et al.
2009). DEAS wuses a binary string as a
genotype for a certain real value like genetic
algorithm (GA), while it differs from GA in
that the binary strings constitute a binary
matrix and its column is gradually expanded
as local search progresses.

From the viewpoint of neighborhood
cardinality, DEAS can be classified into

exhaustive DEAS (eDEAS), univariate
DEAS (uDEAS), and modular DEAS;
eDEAS  generates  approximately 2"

neighboring matrices (Kim et al., 2004),
whereas uDEAS produces about 2n matrices
for an n-th order problem (Kim et al. 2008).
mDEAS is a hybridized version of eDEAS
and uDEAS, and thus its cardinality is much
less than eDEAS with higher reliability than
uDEAS (Kim et al. 2009).

This paper provides an analytic approach
for comprehending current search status and
cost landscape in the framework of template
patterns. As mentioned above, eDEAS is a
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thorough search method at the cost of
exponentially increasing cardinality. The rich
information attained in running eDEAS is
beneficial for analyzing the cost function
property, which can endow transformation to

the other types of DEAS in an intelligent way.

In this context, all the diagonal pairs are
investigated in terms of several patterns for
inference of cost function shape.

2. DEAS

2.1. Global search

DEAS series are global optimization
methods that possess global and local search
strategies. As the global search strategy,
DEAS adopts the multistart method where
local search is iterated from random points
scattered over a search space. After
conducting a finite number of local searches
from selected random points, DEAS attains a
global minimum that is the best local
minimum found so far. Since DEAS uses
binary representation, i.e., search space is
divided by finite grids, a random initial point
is one of the intersection points of the grids.
Therefore initial points should be checked if
they were previously evaluated to avoid
unnecessary cost evaluation. To this end, the
routine named HISTORY CHECK is easily
implemented in DEAS by concatenating all
the rows in initial variable matrices into one
string, storing them in memory, and
comparing them with former strings (Kim et
al., 2004). The global optimization
performance of HISTORY CHECK is quite
strong despite code simplicity.

2.2. Local search

The local search strategy in DEAS
comprises bisectional search (BSS) and
unidirectional search (UDS). BSS is derived
from the property that insertion of 0 (or 1)
right to LSB of a binary number leads to
decrease (or increase) of transformed real
values from that of the original binary
number. This phenomenon is adopted for

Figure 1. BSS and UDS of eDEAS in two-
dimensional search space

local search; in the case the cost computed
with a 0-added string is smaller than the cost
of a 1-added string, one can obtain a better
approximation of a local minimum by adding
0 to the current string as a result. However,
the in-depth search of BSS should be
balanced with UDS by extending it along an
optimal BSS direction while maintaining
string length.

For UDS, the simple operations of
increment addition (INC) and decrement
subtraction (DEC) for a binary string are
carried out until a better optimum is located.
An example of UDS, which is started from
01 and preceded by BSS, is

UDS(I)  UDS(2)  UDS(3)
011 » 100 —» 101 — ---
In this case, BSS finds that INC is promising.
In terms of directions, BSS searches
vertically, while UDS searches horizontally.

Fig. 1 shows how to make neighboring
points in BSS and UDS of eDEAS in two-
dimensional search space. In BSS,
4(=2%) direction vectors d yields 4
neighboring points, and 0 and 1 denote
decrease and increase from the parent point
located in center position, respectively.
Likewise, in UDS extension vectors € play
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Table 1. Category of cost relation patterns (L: linear, P: peak, F: flat, U: up, D: down)

Name Pattern Name Pattern

Py o X P oY
3) v v 4) X

FU ~ ~ — CY, FD O—O\é
(%) v X (6) Y! X

UF 5'/@—0 DF Y:| ~ O ®
(7) X Y (8) X v
FF Oo—0O0——=0

) Y X Y’

the role to extend the current search along the
best BSS direction d,, . This paper deals

with manipulation of only direction vectors
for measuring landscape ruggedness.

3. Cost Pattern Analysis

In general, most local optimization
methods including DEAS accept the best or
the first point among the neighborhood
points for code simplicity. However, they
contain useful information on the landscape
of cost function around the incumbent point.

From the viewpoint of DEAS, eDEAS is
suitable for a rugged cost function, while
uDEAS is compatible for a smooth cost
function. In Kim et al. (2007), ruggedness
had been attempted to be measured by
checking irregular behaviors of BSS and
UDS in one-dimension. However, it is
somewhat complicated to extend the measure
to multi-dimensional cases.

This paper proposes a new diagonal cost
pattern analysis (DCPA) to measure
ruggedness of cost landscape as a
preliminary study for iDEAS. Diagonal cost
pattern is made of three BSS points; a left-

hand child point( Y! ), a right-hand child
point( Y" ), and its parent point( X ). The
number of all possible combination of
diagonal cost patterns is nine as shown in
Table 1.

For ease of comprehension, two diagonals
in Fig. 1 are used for DCPA; from a point
with d=[0 0] to the one with d=[1 1]'

(D1), and from a point with d=[0 1] to the
one with d=[1 0]" (D2). Considering that 0

and 1 in direction vectors represent opposite
directions with each other, a counter point of
a diagonal is made of a complementary
direction vector. In general, BSS in n-

dimensional space produces 2" diagonals
in terms of direction vectors as shown in
Table 2.

Fig. 2 shows five categories of cost
diagonal patterns selected for comprehension
of the relation between cost landscape and
constituent diagonals. Fig. 2(a) represents the
condition that x has dominance, whereas Fig.

2(b) corresponds to the case x,is dominant.

Owing to the single variable dominance, it is
obvious that uDEAS is more appropriate
with much less computation time.
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Figure 2. Categories of diagonal cost patterns

Table 2. End points of cost diagonals
represented by direction vectors

Direction Encoded Direction Encoded
vector number vector number
00---00 0 11---11 2" -1
=
00---01 1 11---10 2"_2
0l---11 A | 10---00 ot

In Fig. 2(c), there’s no single-variable
dependency in cost patterns. However,
overall shape is flat, and thus uDEAS might
be able to perform equally. Fig. 2(d) has
irregular patterns in two diagonals and Fig.
2(e) has a peak at a BSS parent point, both of
which have no apparent dominant direction.
Therefore, as this condition happens, eDEAS
will search a better child point more robustly.

In terms of the cost pattern classifications
in Table 1, Fig. 2(a) has two diagonal
patterns LU and LU for DI and D2,
respectively. In the same manner, Fig. 2(b)
and Fig. 2(c) have diagonal patterns of LU-
LD, and LD-LD, respectively. As shown in
the figures, overall cost landscapes of the
three cases are smooth with some slopes. On
the other hand, the peaky patterns of Fig.
2(d) and Fig. 2(e) have the diagonal pattern
of LU-PU and PU-PU, respectively, which
contain at least one PU or PD pattern.

From the above expressions in terms of
patterns, it can be postulated that a rugged
cost function will have peaky patterns more
often than smooth patterns. It implies that a

smooth function will have a sequence of
lower pattern number combinations during
eDEAS. To validate the proposed measure of
landscape ruggedness, two representative
cost functions are employed and their
sequences are compared in the present work.

4. Experiment

The first test function is a biased

unimodal function written as

fo, () =100X +3¢, —2<%,% <2. (1)

The second test function is six-hump
camel-back function expressed as

1
foa(X)=4x —2.1x' +§x]6 + XX, — 4% +4x%3, 2)

~5<X%,% <5.

Table 3 shows diagonal pattern numbers
of the two functions in terms of BSS row
lengths. For the smooth and biased function

fg, , diagonal numbers are almost 2 (LD),

while a more complicated function f,

yields diagonal pattern 4 (PD) many times.
When D1 and D2 are equally 4 (PD) as
shown in the sixth and tenth row lengths of

the f., results, it implies that the current

BSS fails to find a better child point than the
incumbent parent point, which happens with
a rugged cost function. On the other hand, if
a BSS has a pattern which contains at least
one LU or LD, it produces an improved point
irrespective of cost ruggedness. Therefore in
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Table 3. Cost patterns of two test functions (RL: row length, 1: LU, 2: LD, 3: PU, 4: PD)

Func. fBU fCA
Init. T T T T T T T T
Matrix [00] [o1] [10] [11] [00] [01] [10] [11]
Diag. | DI [ D2 | DI [D2 | DIl [ D2 [ DI [ D2 | DI [ D2 | DIl [ D2 | DI [D2]| DI | D2
222 2211 1 1 1 | 2 [ 4| 4 2 4 1 1 4
322122212 2 [ 2] 2 1 2 1 2 1 2 1
4222121212 2 [ 2] 2 142 4 2 4 2 4
5122122212 2 [ 2 [ 1 2 1 2 1 2 1 2
R[6 [ 2] 221212712 2 [ 2 4 [ 2] 4 2 4 2 4 2
L7222 12212 2 [ 2 4 | a4 | 4 4 4 4 4 4
8 | 221212212 2 [ 2 [ 1 2 1 2 1 2 1 2
ol 2212121212 2 [ 2 4 | 2] 4 2 4 2 4 2
w22 21212712 2 [ 2] 4] 4] 4 4 4 | 4 4 4
this paper we propose a ratio of pattern 4 as a
. References
ruggedness measure. For f;, , ratio of
1 o o
pattern 4 is 0%, and for f, 44%. The ;.\ g0 2nd S, W. Kim (2004). Numerical

relation between the ratio and the cost-
landscape will be testified with various
functions, and the database will be used for
intelligent transformation to a proper DEAS
type automatically during search.

5. Conclusion

The present study aims at measuring
ruggedness of cost landscape in the current
search for eDEAS. A concept of diagonal
cost pattern is newly proposed for the
measure, which is straightforward and easy
to extract at BSS. Relation between the
proposed measure and cost landscape is
validated through two test functions. After
collection of database with more test
functions, intelligent DEAS will be devised
by transforming DEAS structures between
search. The advanced version of DEAS will
be applied to on-line trajectory generation for
humanoid walking and moving.
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Abstract

The helicopter is a vehicle, which can fly motionless, vertical, front, back and vertical take off-
landing without runway. It is used popularly in security, defence and national economy. The
aerodynamics and control of helicopter is different from the aircraft. This article presents researches into
design autopilot software for helicopter on flight motionless and vertical take off - landing.

1. Introduction

Helicopter is a kind of plane, which have
outstanding features including the ability to
hover, climb and land vertically and fly in
various directions and climb and land
without runways. As a result, it has a wide
range of applications in defense and
economy.

The rotary mainly produces lift and
controlling helicopter so the characteristics
of aerodynamics and dynamics and the
controlling of helicopters are different from
other ordinary planes.

The study and design autopilot software
for helicopters without pilots is very
complicated. A flowering, climbing, and
descending vertically are basic flying modes
of helicopters. The article presents the study
of design programming autopilot software
for those flying modes.

2. The forces and moments affecting when
helicopters climbing and descending
vertically

For conventional helicopters, which have
one main rotor and tail rotor, the forces and
moment acting on them when hovering,
climbing and descending are in fig 1 [1].

The main rotor thrust T, which is
perpendicular to the rotating surface of the
rotor blades, is divided into two parts Ty and
T,, which are vertical and horizontal
respectively. The magnitude of them depends
on the height of the flight, the geometric
characteristics of the main rotor, angle speed
w and blade pitch angle ¢, and it is
determined by the controlling angle
& (controlling blade pitch angle and the
power of engine).
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Figure 1. The forces and moments affecting
when helicopters hovering

- The weight G of helicopter;
- The tail rotor thrust 7,

- Opposing moment M , produced by the

wash plate is opposite to the rotary direction.
When helicopter climb and descend
vertically there is a reaction force Q. This
force is opposite to the helicopter motion.
In blade element theory [3] the blade are
divided into n parts follow its radius, main
rotor thrust T is:

R 2
T:Nch“abdr 1)
2 y
0
In which:

N- means the number of blade;
p- absolute density of air;
r- radius of blade section;

C ;Z -coefficient list of main blades

by angle of attack;

- the speed of main rotor blade;

o- the angle of attack of blade
section on the blade pitch angleg,

flapping angle and the flap
coefficient k;

b- the length of the section profil of
the blade;

R- radius of blade .
Therefore, at different altitude levels due
to the different density of air. The collective

La Hai Diing et al

levels need to be controlled in different
positions so that 7| is equal to the weight G.
When the blade rotates, it pushes the air

down and creating sensory flow with the
velocity of flight patch angle

T
Vi= 1/@ (2

with A= 2nR? - the area of circular flat plate.

At this point, the velocity of each blade
section is:

U=, +7,] +(@)  ©

Angle of resultant velocity:

(V.Y
¢ = arcsin 2
U

The angle of attack at each blade section is:
a=0-ox—kp-0 )

“)

At this point, the lift and drag force acting on
it:

(6)

dX:plzj c.br

X

The main rotor thrust of each blade section
is:
dT =dL cosd — dX sind 7
The operation mode of rotor blade is
characterized by the coefficient:
Vi+V,

R ®)
The coefficient for the ratio between
aerodynamic lift and flapping enteric of
blade is:

/J:

pcibR*
y = —)] ©)
B
with [ 5" inertial moment of blade.

At this point, the average flap angle of the
blade is:
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a, = [((a+@)F* —ruyry/2 (10)

of which: r = % - relative diameter of blade

section.
And flapping angle of the blade according to
angle of azimuth in blade rotation:
,B(t//):ao +a,cosy + b, siny (11)
with: y - angle of azimuth in blade rotation;
a; - Tilt angle of T vector tilt forward in
comparison with main rotor (in hover,
vertical climb and descent, this parameter is
Zero);
b, - the tilt angle of T vector. These

angles depend on the tilt angles of the tilt
disk, the control signal from periodic
changing cyclic stick.

The opposing moment M , produced by

the main rotor blade is calculated by the
formula:

R
M, =N jdXdr (12)
0
The vertical drag force acting on
helicopter is:
V2
Q= e 2’ rS (13)

Where c,: coefficient of vertical drag force;
S- the vertical area of helicopter .

The calculation of the tail rotor thrust Td

is the same as with main rotor. The only
difference is there is only control parameter,
which is blade pitch angle.

When helicopter hover the equation of its
force and moment is:

T,=G
T,=T4 (14)
Mp = Td.Ld

When helicopter climbs and descend
vertically, equation of its motion is [2]:

\

dVv
= =(\T +0-G)/m
T -T,=0
= Yo (19
M,-T,L,=0
a_,
dt ’ J

Where:
V, - velocity of vertical climb and

descent;
H - flight height;
M - helicopter weight.
From the formulas (1) to (13), it is
absolutely possible to identify the parameters
needed to solve equations (14) and (15).

3. Design autopilot software for helicopter
to hover, climbs descend vertically

When hovering, climbing and descending
vertically, the autopilot system of helicopter
require the devices in the following diagram
(figure 2)

It can be seen that, in order to control
helicopter we need:

- Sensors to measure the height (H),

V', vertical velocity, rotor speed of helicopter

around the vertical shaft w,, the rotary speed
of the engine ® .
- The programs to give off control signal:

+ The helicopter does not sign around
vertical shaft: oy = 0;

+ The rotary speed of main rotor is
constant: . = const;

+ The required height H,.

- Computers: analyze the real time
parameters from sensors and programs to
produce control signal servo.
- Servo control:

+ Servo @, - control the position of

collective level to maintain rotation of main
rotor;

+ Servo @ - control blade pitch of main rotor
to maintain the altitude;
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+ Servo @, - control blade pitch of tail

blades to stop the helicopter from spinning
around the vertical shaft.

Helicopter

R Main
Servo >
rotor
—{fe
!
(O]

Engine

AAA

Figure 2. The control system in vertical
The autopilot algorithm in flight mode is:
0=k, (H,—H)+k,V,

adc = ka)dc (a)ct - 0)) (16)

0, =kyo,

Where ky,..., kg are control coefficients.

In order to be able to calculate the above
control coefficients is the experimental
methods are often used with the simulation
of different stages in computer [4]. The
helicopter motion is simulated by the
equations (15) with the calculations of
parameters using formulas (1)-(13).

4. Some results
4.1 The object of the calculation

Simulating the calculation and design an
algorithm for autopilot in computer for one
type of helicopter “X60SE” with the
following parameters (table 1) [5].

By the simulation the control circles of
this type of helicopter with the use of
experiments, the obtained results with
necessary values as follow:

ky=0,137 ; kyy = 0,02 ;
Kpae = 0,105; kg = 0,26 .

La Hai Diing et al

Table 1: The X60SE helicopter parameters

. Metric
Quantity Symbol nit
Weight m=8§,2 kg
Blades of main rotor N=2
The number of fins of Ng=2
tail
Empirical constant in | k=0,2 -
expression for induced
velocity
The rotary speed =167 | rad/s
Radius of main rotor = m
blade 0,775
The curve blade of main = m
rotor blade 0,058
The coefficient of list | o =55 | l/rad
basing on the angle of | ~
attack of the blades of
main rotor blade
The opposing force Cx0 = -
coefficient of main rotor 0,025
blade
Flapping inertial Iy = kg.m
moment of main rotor 0,038
blade
Radius of tail fin Ry= m
0,13
The curve blade of tail bg= m
fin 0,029
The coefficient of list | .« = 1/rad
. vd
basing on the angle of
attack of the blades of 3,0
tail rotor
The coefficient of the Cxdd = -
blades of tail rotor 0,024
The ratio transmission | n,= 4,66 -
rate between tail fin and
main rotor
Power Ny = W
2000
Vertical area S=0,15 m’

4.2 Result for hover mode

The analysis show that at different
altitudes different the blades pitch angle
control is required to maintain the hover.
This results in different flapping angles of
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the main rotor blade. Fig 3 illustrates that the
variations of the blade pitch angle and
flapping angles of the main rotor blades at
depends on the changes in altitude.

13.4 T

13.2

13

Teta, Beta [do]
e e e =
N N ~ o
N = (=2} =]

-
N

|

|

1
0 500 1000 1500 2000 2500 3000
H [m]

-
=
@

Figure 3. The dependence blades pitch
angles and flapping angles of the main rotor
blade an altitude.

As can be seen from the graph, when the
altitude increases the airflow decreases.
Therefore, the equilibrium between the drag
force of main rotor blade and the weight can
only be obtained retained when the common
blade pitch angle is increased. The angle of
blade sections of main rotor blade is
increased. This results in constant lift of
blade elements at different altitude. The
flapping angle of the blades of the main rotor
blade is identified by the equilibrium
moments between airflow force, weight,
opposing force, inertia in flapping flat plate
around its horizontal hinge. This is because
the altitude is higher, the opposing flap force
decreases and this leads to the rise in
flapping angles. However, due to the small
influence opposing flap force on flap motion,
the increase in flapping angle is minimal.

As can be seen on the graph (fig 4), when
blade pitch angle grows, the drag force and
flapping angle of blades increase. This
calculation analysis enables us to maximum
use of blade pitch angle and the engine

capacity.
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Figure 4. The dependence main rotor thrust
and flapping angle of main rotor blade follow
blades pitch angle

4.3 Results for vertical climb and descent
First, the reactions of helicopter need to be
calculated with different blade pitch angles.
When the blade pitch angle is varied to the
time (fig. 5) the changes in helicopter motion
parameters are illustrated in figure 6-9.
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alfa [do]
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Figure 6. Variations in attack angles 7 =0,7
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Beta [do]

t[s]

Figure 7. Variations in flapping angles.
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Figure 9. Variations in altitude
These results serve as basic for
identifying and adjusting the control
coefficient basing on default equations. The
values of the program and the helicopter
altitude controlled as shown in fig 10.
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Figure 10. The altitude in the program and
the real altitude when controlled

In order to obtain the above control
program, the common blade pitch angle is
controlled as illustrated in fig 11 and the
speed of vertical climb and descent is shown
in fig 12.
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Figure 11. Variations in the blade pitch angle

Vy [mvs]
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Figure 12. Variations in climb and
descending speed.
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and Vertical Take off - Landing
5. Conclusion

The obtained results and control
coefficients show that the autopilot software
has controlled the helicopter correctly. The
altitude tolerance is less than Im and the
controlling delay is less than 0.7s.

In control process, variations of
parameters agree by physical rules.

This software can use research into
acrodynamic flight, stability and control
characters of helicopter and bring in
computer for auto control helicopter vertical
climb and descent.
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Abstract

Instead of simplifying the nonlinear expression as usual, the regulated linearization technique
presented in this paper replace the nonlinear term by higher order terms. By taking into account the higher
order statistics, the technique has more of a possibility to capture the behavior of the system in case of
large nonlinearity. In this paper, the formulation of regulated linearization is presented for nonlinear
oscillator subjected to Gaussian colored noise excitation. The results are checked on Duffing oscillator
and Van der Pol oscillator. In all oscillators, the results show that the regulated linearization can reduce
significantly the errors in comparison with conventional linearization.

Key Words: Stochastic linearization, Colored noise

1. Introduction

The nonlinearity and uncertainty usually
appear in many engineering problems. In
general, the stochastic nonlinear systems are
not exactly solvable. The linearization
method is probably the most commonly used
technique for nonlinear stochastic analysis. It
has remained surprisingly popular tool over
many years because of its simplicity. The
method is based on replacing the original
nonlinear system by a linear one, which is
equivalent to the original one in some
probabilistic sense. Because the probabilistic
measures of discrepancy between the
nonlinear and linear systems are numerous,

the linearization method covers many
different approaches, which can be
referenced in several review publications, for
instance [1,2,3].

Anh and Di Paola [4] suggested new
realization of the stochastic linearization that
appears to be extremely unusual at the first
glance. Instead of simplifying the nonlinear
expression, the authors, suggested to
seemingly first complicate it by replacing it
by higher order terms. These higher order
terms then were replaced by the linear
approximation, in several steps, with a
regulated coefficient. Recently, Elishakoff
[5] extended the regulated linearization
technique to two step regulation. The
extension showed considerable improvement



of the results in the Lutes and Sarkani
oscillator, especially in case of large
nonlinearity.

However, the regulated linearization
technique mentioned above just has been
demonstrated for mechanical  systems
subjected to white noise excitation. In reality,
the oscillators are often subjected to non-
white or colored random excitations. In this
paper, we derive the formulation of regulated
linearization technique for nonlinear system
under colored noise external excitation. The
regulated linearization, then, is demonstrated
by simulation of Duffing oscilator.

2. The Formulation of Regulated
Linearization

We study the following nonlinear random
vibration problem:

%+ 2{wpx+ g x+g(x %)= f(t) ()

where x(t) is the displacement, X is the
velocity, X is the acceleration of a single
degree of freedom system, ¢ is the damping
ratio, ax is the natural frequency, f(t) is the
random excitation, g(,X) is a nonlinear
function. In this paper, for simplicity, we
consider the nonlinear function describes
nonlinear spring force as:

n
g(xx)=2 & ™ [} sgn(x) @)
i=1

where g (i=1,..n) are real numbers, aj, o
are positive real numbers and sgn denotes the
signal function.

2.1. The conventional linearization

The conventional linearization would
perform the following replacements of the
nonlinear terms by the linear ones:

| 3“2 sgn(x) — 4 x ®3)
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where 4 (i=1,2.n) are linearization
coefficients chosen so as to minimize the
mean-squared values as:

a =[x = son (- 4] |

in which () denotes the expected value.

Setting the derivatives of e, with respect to 4
equal to zeros gives:

A=) ) e

Then the scheme (3) of conventional
linearization is written as:

<|X|a1i +1 2 >

G

2.2. The regulated linearization

[ X sgn (x) >

Anh and Di Paola [4] suggested a
stochastic  linearization technique that
appears to be extremely unusual. The non-
linear terms are first replaced by higher-order
nonlinear ones. After that, the higher-order
nonlinear terms are replaced by the original
non-linear terms but with regulated
coefficient. The last step is followed by the
conventional replacement. The scheme of the
process can be expressed as:

X %% sgn(x)
-G |x|20’1i = |>'<|20’2i sgn (x) (6)
— 1|4 [3“? sgn(x) - 1,4 X

The coefficients ¢; (i=1,2..n) are chosen to
minimize the following errors:

e = 5 a0 (9 -

2
G |X|26¥1i —1|).(|2062i Sgn(X)) >
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Setting the derivatives of e, with respect
to ¢ equal to zeros gives the following result:

<|X|3a’1i -1 |).(|3a2i >

N <|X|4a1i -2 |).(|4a2i >

The coefficients r; (i=1,2..n) are chosen to
minimize the following errors:

ey = ([ b i sam (9
X% |2 sgn(x))>
Analogously, the results are obtained as:
<|X|3a1i -1 |).(|3a2i >

=G ——
()

Combining (4), (7), (8), the scheme (6)
can be reduced as:

()

(8)

[ X2 sgn (x) >

<|X|30{1i -1 |).(|3a2i >2 <|X|a1i +l|).(|0!2i >

<|X|4a1i -2 |).(|4a2i ><|X|2a1i |).(|2a2i ><|X|2> X
9)

In summary, we can combine (2), (5), (9)

to linearize the nonlinear function g(X,X)

as:
g(X,X) = kex (10)
where

o+l |ao;
keizn:7i<|)(|<|x—|2|);|2> (11)

in which y (i=1,..n) are regulated coefficient
defined by:

7i =1 with conventional linearization
<|X|3ali —1|).(|3a2i >2
- <|X|4a1i -2 |).(|4a2i ><|X|2a1i |).(|2a2i >

with regulated linearization

(12)

In the next sections, the linearizations will
be applied to the oscillator excited by filtered
white noise excitation.

3. The Case of Filtered White Noise
Excitation

The white noise process is a mathematical
idealization and is physically impossible. In
reality, the oscillators are often subject to
non-white or colored random excitations.
Many random excitations can be modeled as
the output of a dynamic system subject to a
Gaussian white noise excitation. In other
words, random excitations can be viewed as
the filtered white noise process. Let the
excitation f(t) be a Gaussian colored noise
treated as an output of a linear filter
subjected to Gaussian white noise, i.e:

f=b'n
7(t)=An(t)+£(t)

in which #7(t) and b are m-dimensional
vector, A is a mxm constant matrix, §(t) isa

(13)

stationary Gaussian white noise with
covariance matrix W. Using the linearization
expressed by (10), the linearized equation of
(1) can be written in state space as:

2(t)= Az(t)+ HE(t) (14)
in which
X 0
z=|x|;H=| 0 |; (15)
n Im
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A=|-ke—f 2wy b
0 0o A

where |, denotes the mxm identity matrix
and O denotes the null matrix with
appropriate dimensions. The expected values
of responses then can be found by many
techniques for linear systems [6]. Because
the equivalent stiffness k. depends on the
expected values of response as shown in (11)
, we obtain simultaneous equations to solve
the linearized responses.

4. Application to The Duffing
Oscillator
4.1. The linearization coefficients

Consider the Duffing oscillator:
X+ 2CwpX+ cogx(1+ gxz) =f(t) (16)

where ¢ is the damping ratio, ax is the
natural frequency and ¢ is the nonlinear
parameter. Using the following
transformation:

%= xe, f=fJe

We can normalize equation (16) as:

%+ 20X+ aﬁx(n >~<2)= ity @
It is noted that, from Eq (17), the level of

nonlinearity is expressed by mean squared
value of X. When <)?2>D 1, the

nonlinearity is small and conversely. For
simplicity, we omit the tilde notation and the
following standard form of the Duffing
oscillator is considered:

K+ 2LmpX+ g x+ b x> = T (t) (18)

The nonlinear function now has the form
of the expression (2)
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g(x, X) = 24X+ o x+ ol X
n
=2 & [¢™ [ sgn(x)
i=1
in which
n:].,al :a)g,all =3,a21:O.

Substituting above values into (11), (12)
gives:

(<)
Ke =751
()

1  with conventional linearization

= (e with

<X10><X6> regulated linearization

By using the following expression [6]:

-y Ly

2

for every real number a, the linearization
coefficient is obtained as:

ke=3a>§7<><2>:
B 1 conventional linearization
"Z1719  regulatedlinearization

(19)

It is noted that the expected value <x2> is

obtained from linearized system (14).
Because the linearized system (14) depends
on linearization coefficient k., the expected

value <x2> in general is obtained by an

iterative procedure.

4.2. The numerical Simulation

The exact response of nonlinear system in
case of colored noise excitation can not be
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found in analytical form. The Monte Carlo
method is used instead. In simulation, the
system parameters are fixed, the colored
noise shape parameters are given several
values and the autospectral density of the
white noise is changed in order to change the
level of nonlinearity, which has measured by
the mean squared displacement.

a. The first order colored noise case

In this case, the excitation f(t) is an output
of a first order linear filter subjected to
Gaussian white noise, i.e:

f (t)=-hf (t)+h/SE(t) (20)

in which &£(t) is a Gaussian white noise

with unit autospectral density, & is a positive
constant, h is a parameter representing the
shape of autospectral density curve of
colored noise. The filter (20) has form of
(13), in which:

b=1 A=-h,  W=2rh’§

In simulation, the damping ratio ¢'and the
natural frequency ay are fixed at the values
of 0.5 and 1, respectively. Because the
analytical results do not exist, the Monte
Carlo method is used. The results are
presented for several values of parameter h,
which is defined in Eq (20). Let A be the
percentage error between the linearized

response < x? >in  and the simulated
response < X >d&m:
2 2
<X >gm = <X" >jin
A= 5 (21)
<X >gm

We plot A versus the level of nonlinearity.
In Figs la-1c, the solid lines and dash lines
represent the relative error of regulated
linearization and conventional linearization,
respectively.
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..
4
~ 15 »
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<10 ,*
b
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~ . Ve
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<X >sim
Figure 1a - 1c:

The variations of relative errors in case of
first order colored noise excitation

It can be seen that the errors increase
when the nonlinearity level increases. Both
linearization methods have worse
performance when h is small. However, the
regulated linearization has much better
performance, especially in case of large
nonlinearity. The largest error of 20%
obtained by conventional linearization can be
reduced to about 8% by using regulated
linearization.



b. The second order colored noise case

In this case, the excitation f(t) is an output
of a second order linear filter subjected to
Gaussian white noise, i.e:

f(t)=-2h0f (1)-Q2f (1) + Q% [SE(1)
(22)

in which £(t) is a Gaussian white noise

with unit autospectral density, § is a positive
constant, h and Q are two parameters
representing the shape of autospectral density
curve of colored noise. The filter (22) has
form of (13), in which

ST

o 2as)
W= 4
0 220%S,

The parameters ¢ ayp are fixed at the
values of 0.5 and 1, respectively. The
parameter h defined in (22) is fixed at 0.5.
The results are presented for several values
of parameter Q, which is also defined in (22).
The relative error A defined in (21) is plotted
versus the level of nonlinearity. In Figs 2a-
2c, the solid lines and dash lines represent
the relative error of regulated linearization
and conventional linearization, respectively.

2a) Q=05

99

2b) Q=1
30
20 o B
2 P
£ 15 1 P
< ¢
10 A ‘
»
51 &
0 :
0 1 ) 2 3
<X >sim
2c) Q=2
30
25 -
20
S .-
£ 15 e
= -
.
10 N e
5 ~
. W
0 1 ) 2 3
<X >sim
Figure 2a — 2c:

The variations of relative errors in case of
second order colored noise excitation

The obtained results are similar to the
ones in case of first order colored noise. The
error increase when the nonlinearity level
increases. Both linearization methods have
worse performance when Q is small. The
regulated linearization has much better
performance, especially in case of large
nonlinearity. The largest error of 29%
obtained by conventional linearization can be
reduced to about 17% by using regulated
linearization.

5. Conclusion

In this study, the regulated linearization
technique is presented. By taking into
account the higher order statistics, a
regulated coefficient is multiplied to the
coefficients of conventional linearization.
The technique is formulated for nonlinear
systems subjected to colored noise excitation.
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The applications of the
linearization are presented for

regulated
Duffing

oscilator. The results obtained from
numerical calculations show that the
requlated  linearization  can  produce

significant improvement of accuracy in case
of large nonlinearity.
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Abstract

Ambient vibration test is one of the most applicable and reliable methods among vibration tests due to
recently fast evolvement of measurement, sensor technologies and data processing, and economical
benefit as well. Modal identification methods of the ambient vibration structures are output-only
identification techniques which have commonly been branched into either the frequency domain or the
time domain. Each the frequency domain-based or the time domain-based modal identification methods
has its own advantage and limitation. The frequency domain-based modal identification methods or non-
parametric identification ones have been widely used for the output-only system identification due to their
advantages in estimating natural frequencies high frequency resolution and mode shapes, but they have
uncertainty and troublesome in the damping estimation. Inversely, the time domain-based modal
identification methods or parametric ones benefit in the damping estimation, but difficulty in parameters.
This paper will present theoretical backgrounds of the most modern and recent modal identification
methods in the frequency domain and in the time domain such as Frequency Domain Decomposition
(FDD) and Stochastic Subspace Identification (SSI). Full-scale ambient measurements of 5-storey steel
building have been carried out for the modal parameter estimation. Applicable evaluation of the
frequency domain-based and the time domain-based modal identification methods will be also discussed.

Key Words: System identification; Ambient vibration; Output-only identification; Frequency domain;
Time domain; Frequency domain decomposition; Stochastic subspace identification

parameters of structures (e.g. natural
frequencies, damping ratios and mode
shapes) which are served as multipurpose

Full-scale vibration testing is the most uses as model updating and validation,
reliable method to determine modal response prediction, structural control and

1. Introduction
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damage detection of both experimental and
operation structures. Generally, the vibration
testing can be subdivided depending on types
of excitation by two main branches: forced
vibration testing including free vibration
testing and ambient vibration testing. In the
first branch, the structures are excited by
shaker or impulse hammer. In case of the free
vibration testing, exciting force is suddenly
lifted. The forced testing usually involve with
measuring both input excitations and output
responses. Accordingly, input-output
identification methods are used to estimate
the modal parameters of structures through
indentifying either frequency response
function (FRF) or impulse response function
(IRF). This testing advantages over
deterministic input excitation which can be
controlled and optimized to the response of
interested vibration modes. However, the
forced vibration test requires additional
equipments like shaker and accompanying
instrumentations, traffic shut-down. Thus it is
suitable to conduct this test with small-scaled
or medium-scaled structures, however, in
cases of structures with flexible, large-scaled
and low-ranged, closed natural frequencies,
the controlling of input excitation for
optimized level of response is often difficult
and costly. It is noted that output-only
identification with measured responses only
also can be applied for the forced vibration
testing, but effects of input excitation and
harmonics must be eliminated from the
output response before the modal parameters
extracted. The ambient vibration testing
using natural and environmental excitations
such as traffic vehicles, human activities,
wind and wave... does not require the traffic
disturbance, shaker  and additional
instrumentations, but require highly sensitive
sensors and data processing techniques.
However, with development of sophisticated
sensor  technology and identification
techniques, the ambient testing has become
the most practical and reliable method for the
modal  parameter identification  from
multipurpose laboratory experiments and

Le et. al.

full-scale measurements. Because only the
output response can be measured without the
input excitations in the ambient testing, thus
the output-only identification is applied to
estimate the modal parameters (Cunha et al.,
2006).

Modal parameter identification or output-
only identification of the ambient excited
structures is key issue and the most attractive
topic for both experimental modal analysis
and operational modal analysis. So far, a
number of the output-only identification
techniques have been developed for MDOF
systems, which is often classified into three
branches (1) Frequency domain-based
methods; and (2) Time domain-based
methods. The frequency domain-based modal
identification methods, also known non-
parametric identification ones have been
widely used for the output-only system
identification of the ambient vibration
structures due to their reliability,
effectiveness and advantages in estimating
high-resolved natural frequencies and mode
shapes. The modern modal identification
methods for the ambient testing in the
frequency domain are Frequency domain
decomposition (FDD) and Enhanced
frequency domain decomposition (EFDD).
The ambient testing does not require to
identify either FRFs or IRFs because the
input force cannot be measured. Ambient
testing has been successfully applied for
many types of civil engineering structures
such as bridges (Abdel_Ghaffar and Scanlan,
1985; Siringoringo and Fujino, 2008),
buildings and engineering towers (Tamura et
al., 2005). However, the ambient testing and
the output-only identification contain its
shortcomings and uncertainties due to
unknown input excitations, input influence,
noise disturbances and leakage effect due to
the Fourier transform and so on. Moreover,
the frequency-domain identification methods
are often based on strict hypotheses such as
uncorrelated white noise inputs, light
damping and effectiveness of decomposition
techniques for simplification. Especially,
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there is troublesome damping estimation in
the frequency domain due to difficulty and
unreliability in estimating auto power
spectral function and free decay function for
each structural mode (Brincker et al., 2001a;
Tamura et al, 2005). Just so-called
operational deflection shapes or unscaled
mode shapes can be obtained from the
ambient testing because scaling factor not to
be determined due to unknown input forces
(Brincker et al., 2001b).

The Stochastic Subspace ldentification
(SSI) is the powerful and most applicable
technique for the output-only identification
methods in the time domain, originally
presented by Van Overschee and De Moor,
1993. SSI has been branched by either COV-
SSI or DATA-SSI due to dealing with
covariance matrix (Toeplitz matrix) of the
output data or data matrix (Hankel matrix)
directly. It is noted that number of parameters
such as the number of block rows, the
number of system orders and so on must be
required for the SSI procedure and carefully
selected. Similar to FDD, the theory of SSI is
also assumed that excitation forces are
Gaussian distributed stochastic broad-band
white noises. SSI has applied for estimating
modal parameters of variety of structures by
some authors such as Peeters and De Reock,
1999; Weng et al., 2008; Reynders and De
Roeck, 2008.

This paper presents fundamental theories
of the most practical modern identification
methods, concretely the Frequency Domain
Decomposition and its enhanced version in
the frequency domain, and Stochastic
Subspace Identification in the time domain.
Comparative results will be discussed. Full-
scale ambient measurements of 5-storey steel
structure have been carried out for the modal
parameter identification with emphasis on
natural frequencies and damping ratios.

2. Frequency domain-based methods

2.1. Frequency Domain Decomposition

Analysis of the output-only response data
is carried out in the frequency domain using
well-known FDD technique. The key point
of the FDD will be briefly summarized
hereafter. Relationship between excitation
inputs and output response can be expressed
in the frequency domain through the FRF
matrix as follows:

S (@) = H(0) S (0)H (@) @)
where *, T denote conjugate and transpose
operations; S.. (w),S, (w): power spectral
matrices of inputs and outputs; H(w): FRF

matrix.

The FRF matrix can be expressed
commonly under a form of residues/poles
(He and Fu, 2001; Brincker et al., 2001a):

H(w)=Zi”1[ : +a:] (22

jo-4  jo-%
N 74, ¢iT yi*¢i*¢i*-r 2b
H(w)_zil[jw-/li+ja)-,ﬁJ (2b)

where i, N: index, number of modes; a, 4, : i-
th complex residue and complex pole in
which a =y4¢" with light damping and
A==Co+ joJ1-¢P; o,¢ 0 i-th natural
frequency and damping ratio; 4,y : i-th
mode shape vector and scaling factor.

If the inputs are uncorrelated white noise
inputs, the input power spectral matrix of the
inputs  is  diagonal  constant  one
S (w) =diag(c,c,,..c,) and damping is
light, one can obtains the output power

spectral matrix at evaluated frequency
o, decomposed modally as follows:

_\N dgg’  ddg’ 3
SX*(“’)_Z“(Jw—HJw—ATJ

whered, : i-th scalar constant. Expression of
the output power spectral matrix in Eq.(3) is
similar one of some matrix decompositions
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in the complex domain, thus these can be
used to decompose the output power spectral
matrix.

The output power spectral matrix has been
orthogonally ~ decomposed  using  the
eigenvalue decomposition to obtain spectral
eigenvalues and spectral eigenvectors:

S (@) = D(@)O(@)D(@) (42)
S (@) = 30 (@), (), () (4b)

where ®(w),®(w) : spectral eigenvectors and

spectral eigenvalues matrices; k, M: index
and number of spectral eigenvectors.
Because the eigenvalue decomposition is
fast-decaying, thus the output power spectral
matrix can be approximated by using the
lowest-order  spectral  eigenvalue and
eigenvector as follows:

S« (@) = ¢ (@), (@), (@) ()

where ¢ (w),0,(w): the first spectral

eigenvector and first spectral eigenvalue.

Due to the first-order spectral eigenvalue
and eigenvector are dominant in a term of
energy contribution, thus the first spectral
eigenvalue contains full information of
dominant frequencies to be wused for
extracting the natural frequencies, whereas
the first spectral eigenvector brings
information of mode shapes at each dominant
frequency. The i-th mode shape can be
estimated from the first spectral eigenvector
at certain dominant frequencies (w : i-th

natural frequency) as follows:
EEACY (6)

where ¢ : i-th mode shape

2.2. Enhanced Frequency Domain
Decomposition

Originally, the damping ratios estimation
cannot be carried out by the FDD, but its
enhanced version has been developed for this
purpose. Enhanced frequency domain

Le et. al.

decomposition has been developed basing on
the frequency domain decomposition for
estimating the damping ratios only (Brincker
et al., 2001b). As can be seen from Eq.(6)
that FDD extracts the mode shape from the
first spectral eigenvector at selected natural
frequency, thus prior knowledge of the
natural frequencies must be required for this
identification  technique.  Accuracy of
estimated mode shapes can be evaluated via
correlation criteria between estimated mode
shapes and analytical mode shapes,
moreover, among these criteria Modal
Assurance Criterion (MAC) is preferably
used:

| fedn | ©)
{2 Hondn}

where g.,¢,: estimated mode shapes and

analytical mode shapes, respectively.

For the damping estimation, the key point
here is to identify the auto power spectral
density function of the single-DOF
generalized coordinate of certain mode from
the spectral eigenvalues. Because the first
spectral eigenvalue contributes dominantly
almost energy of system, thus it is often used
to extract the auto power spectral density
functions. Searching the auto power spectral
function of certain mode from the first
eigenvalue is carried out on both sides of
value of the natural frequency, and it is
terminated until the desirable limit of MAC
reached. The remaining values of the auto
spectral density function in the calculated
frequency range are set to zero. From
identified auto power spectral density
functions, the damping ratios are obtained
via logarithmic decrement technique of free
decay functions, of which these free decay
functions obtained by converting the auto
spectral density function in the frequency
domain back to the time domain by inverse
fast Fourier transform technique (Brincker et
al. 2001b). It is also noted that validation of
the natural frequencies can be checked
through these free decay functions.

MAC (%) =
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3. Time domain-based methods

3.1. Stochastic Subspace Identification

Consider a  discrete-time  response
stochastic state-space model (Van Overschee
and De Moor, 1993)

Ye1 = AY, + W, (8a)
X, =CY, +, (8b)

where A, C: system matrices; Y : state vector;
X: measurement response; k: index of
discrete state; and w,o: process noise and

measurement noise. System matrices A, C
containing the system modal parameters will
be identified by SSI technique.

All  response data are normally
represented by the data matrix of the block
Hankel matrix, which this is convenient to
divide original data into two parts: the past
worked as reference basis and the future as
processing data. For the reference-based
stochastic subspace identification, the Hankel
matrix plays a critically important role in the
SSI algorithm. Hankel matrix of single
response data X ={Xg, X 1o X .. Xy} €N be

formulated here for a brevity:

Xo X . Xy
X X X,
Ho| X X Xea || XF -
Xi Xi+1 Xi+j—1 xf
X1+1 Xi+2 XH-J
| Xaia X o Xgigj |

where i: a user-defined index; N: number of
samples in response data; j: number of
columns; and x;f‘,xf: the past and future

parts. To ensure all samples of the output
vector X, populate in the Hankel matrix, the

number of j can be equal to N-2i+1 or
N=2i+j-1. Thus, dimensions of the matrices
are H e R™, X ¢ R™, X, e R™. If there

are M response outputs, do similar way for

the Hankel matrix of each output and
organize in column-based format to build up
the entire Hankel matrix of all outputs.

The orthogonal projection of the future
part on the past one is carried out. This
projection is introduced as geometrical tool
or conditional mean operation under
following formula (Van Overschee and De
Moor, 1993):

0= (X, /X1 )= X, X% x¢ x| x < (10)

where /. projection operator; O : orthogonal

projection of Hankel matrix.

Because so-called observability matrix is
used to identify initial conditions, then the
system matrices, but the observability matrix
itself can be estimated by factoring the
orthogonal projection due to such following
steps. Firstly, singular value decomposition
(SVD) is applied for the orthogonal
projection, the singular values and singular
vectors estimated through SVD:

0O=UVT =(U, Uz)(Sl OJ(V{J (11)
0 S\,

where U, V: singular vectors; S: singular
values. Here, we organize these singular
values, vectors into two groups with indices
1 and 2. Dominant low-order singular values
and their associated singular vectors group in
U;, Si, Vi, whereas the smallest high-order
singular values and vectors in U,, S, V..
Actually, this is approximation, reduced-
order model or noise effect reduction, in
which the dominant singular values and
vectors are used to estimate the system
parameters, while the small singular values
are neglected, we have:

0=~U,S8V, (12)
where U, eR™;S eR*,V,eR™ ; k
number of system order or reduced order.

Secondly, the observability matrix can be
estimated from reduced-order model:

r=u,s" (13)
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where T : observability matrix I e R"*

Finally, the system matrices A, C can be
determined from this observability matrix as
follows:

A=T"'T (14a)
c=r (14b)

where T e RN(% denotes I without last N

rows; T e RV-9% denotes T without first N
rows; and T e R™ : first N rows of T.

3.2. Modal parameter estimation

The modal parameters then are estimated
from the system matrices. Using either SVD
or eigenvalue decomposition to decompose
the system matrix A as follows:

A=YAY" (15)

where A diagonal eigenvalue matrix
containing complex poles and natural
frequencies; and . eigenvector matrix,
containing information of mode shapes.
Concretely, i-th natural frequencies and

damping ratios can be determined as
following formulae (Weng et al., 2008):
o=-23_and ,___B (16)
27Z'AT a12+bI2

where a = arctan(Im(4)/Re(1,)) ;b =In(4)
The i-th mode shape can be estimated
from the system matrix C and eigenvectors:

¢ =Cy, (7)

In the SSI method, the all response
outputs are arranged firstly to form the
Hankel matrix. Second, the orthogonal
projection of the Hankel matrix is carried out
with reduced-order approximation using the
SVD, before to estimate the observability
matrix. Third, the system matrices are
determined from the observability matrix.
Final, the eigenvalue decomposition or SVD
is used to decompose the system matrix, and
the modal parameters can be identified.

Le et. al.

4. Full-scale measurements

Full-scale ambient measurements have
been carried out on a 5-storey steel frame at
the test site of the Disaster Prevention
Research Institute (DPRI), Kyoto University
(see Figure 1). Ambient data were recorded
at all 5 floor levels and ground as reference,
by tri-axial velocity sensors with output
velocity signals (VCT Corp., Models
UP255S/UP252) with  A/D  converter,
amplifier and laptop computer. All data were
sampled for period of 30 minutes per floor (5
minutes per a set-up) with sampling rate of
100Hz. Sensors have been located to capture
ambient motions in lateral X-direction and
horizontal Y-direction from ground level to
5" floor, see Figure 1 (Kuroiwa and lemura,
2007).

Figure 1. Five-storey steel structure

e

Only outputs sensors and modal
parameters in the X direction have been
discussed in this paper. It is noted that all
outputs were velocity time series, thus a
single integration in the time domain using a
trapezoic integration approach has been
required to obtain output displacements
which are necessary for estimating mode
shapes in next steps. A integration drift due
to unknown initial condition of the
displacements during the time integration
have been treated through compensation to
be zero-mean output  displacements.
Integrated output displacements at all floors
are shown in Figure 2.



Frequency Domain versus Time Domain Modal |
for Ambient Excited Structures

Floor5

50 100 150 200 250 300

Floor3

Amplitude (m)
<) o
&) 0

100 150 200 250

50

300

Floorl

. . .
150 200 250

Time (s)

1 .
50 100 300

dentifications 107

Floor4

50 100 150 200 250

Floor2

Amplitude (m)

250

200

. 1 .
50 100 150

Ground

150 200 250 300
Time (s)

. .
50 100

Figure 2. Integrated output displacements

5. Modal parameter estimation

In the traditional way using Peak Picking
(PP) technique, the peak frequencies can be
extracted from the output series using power
spectral analysis, then the mode shapes can
be estimated based on values and directions
of the power spectral matrix and phase
matrix at each frequency peaks. However,
this method cannot extract the damping.

Proper Orthogonal Decomposition of the
output PSD matrix. All six normalized
spectral  eigenvalues and  first  four
eigenvectors are shown in Figure 4 and
Figure 5. Energy contributions of each
spectral eigenvector and its corresponding
eigenvalue can be estimated roughly based
on its summed eigenvalues on analyzed
frequency band (here 0-30Hz bandwidth).
Concretely, first four eigenvalues and
associated eigenvectors roughly contribute

10° ‘
1.73Hz  Mode 2 —Eigenvaluel
5.35Hz Eigenvalue2
------- Eigenvalue3
'?;’,Ié)fﬁf Mode 4 Eigenvalue4
lO.lEliHﬁSH 13.69Hz — Eigenvalue5
10 Nl Mode 519-75Hz ----Eigenvalue6

5
)

L A
o TN ”""%wm

Normalized eigenvalues

b o g

18.12Hz

W’A&ﬁﬂ'ﬂl;‘??{?*(ﬁy‘f%m" s

P UMY 1 ' |
A" e
[ A Ca }

Freque

Figure 3. Normalized
The output power spectral density (PSD)
matrix has been established from the
output displacements
X (t) ={X, (1), X, (t),...X,, ®)} (M: number of
Sensors). Spectral eigenvalues  and
eigenvectors have been determined via

15

20 25 30

ncy (Hz)
spectral eigenvalues
99.9%, 0.07%, 0.01%, 0.00% respective to
the dynamically structural system. As a
results, the first spectral eigenvalues and
eigenvectors characterize modal parameters
of the structure. Estimated peak
frequencies in Figure 4 are compared
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with analytical finite element model
(FEM) results to identify nutural
frequencies associated with order of
mode shapes. Bending modes in the X
direction corresponding the estimated
natural frequencies can be determined via
the first spectral eigenvector at these

Le et. al.

100%, 99.76%, 99.8%, 98.95% and
99.3%. Thus, there is a good agreement
between the FDD-based mode shapes and
FE-based ones. First four mode shapes
are shown in Figure 5 in comparison
between FEM, PP and FDD. There are
good agreements in estimated mode

frequencies following the Eq.(6). MAC shapes between analytical and
values of the first five mode shapes identification methods
evaluated by Eq.(7) are respectively
Eigervector 1 Egenvector 2
Frequency (Hz) o . Ground Pesitions
Figure 4. First four spectral eigenvectors
Mode 1 Mode 2 Mode 3
Floor 5 B T Floor 5 Floor 5 T Floor 5
—pp
op | | |
e
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0.‘2 0‘4 ‘ o‘a 1 1 05 5 s 05 "5 0
Normalized amplitude Normalized amplitude Normalized amplitude Normalized amplitude
Figure 5. First four mode shapes
For the damping extraction, firstly auto of the first five structural modes at

power spectral density functions of each
mode have been identified in the Enhanced
Frequency Domain Decomposition (EFDD)
via the MAC value, secondly, the free decay
functions corresponding to mode shapes have
been identified to be convenient for the
logarithmic ~ decrement  estimation and
damping ratios of each mode. Figure 6 shows
the estimated auto spectral density functions

MAC=98%, while Figure 7 indicates the
estimated free decay functions of these mode
shapes.

Next, modal parameters have been
identified using the SSI algorithm in the
time domain as presented in the part 4.
Number of measured outputs are 6, with
N=30000 samples each. In order to build
up the stability diagrams, the number of
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block rows in Hankel matrix and number
of system orders or number of singular
values used in reduced-order model have
been varies, concretely i=20+125 with
step 10, k=5+60 step 5. Stability diagram
for the frequency at varied k=5+60 step 5
and i=50 is shown in Figure 8. First five

10
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natural frequencies can be observed in
this  frequency  stability  diagram.
Apparently, the natural frequencies
extracted by SSI are similar to those from
FDD. Damping stability diagram is
indicated in Figure 9.

15
Frequency (Hz)

---Eigenvalue 1
—a—Auto PSD for mode 1
—=—Auto PSD for mode 2
Auto PSD for mode 3
—v—Auto PSD for mode 4
——Auto PSD for mode 5

Figure 6. Estimated auto-spectral functions at each natural frequencies (MAC=98%)
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Figure 7. Estimated free decay functions of first four modes
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Figure 9. Damping ratio stability diagram

6. Conclusion

Modal parameters identifications of the 5-
storey steel structure using FDD and SSI-
DATA have been investigated. ldentified
natural frequencies are well agreement
between them and with FEM results.
Identified mode shapes also are good fitted
between FDD, PP and FEM methods.
Damping ratios can be identified from FDD
and SSI, however, refined technique should
be further investigated for more reliability of
the damping estimation.
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Abstract

System identification of ambient vibration structures using output-only identification techniques has
become a key issue in the structural health monitoring and the assessment of engineering structures.
Modal parameters of the ambient vibration structures consist of natural frequencies, mode shapes and
modal damping ratios. So far, a number of mathematical models on the output-only identification
techniques have been developed and roughly classified by either parametric methods in the time domain
or nonparametric ones in the frequency domain. Each identification method in either the time domain or
the frequency one has its own advantage and limitation. Parametric methods in the time domain are
preferable for estimating modal damping but difficulty in natural frequencies, mode shapes extraction,
whereas the nonparametric ones in the frequency domain advantage on natural frequencies, mode shapes
extraction, but uncertainty in damping estimation. Most recently, new approach in both time and
frequency domains based on Wavelet Transform (WT) has been developed for output-only identification
techniques with a new concept of time-frequency identification in the time-frequency plane. This paper
will present theoretical bases of the wavelet transform for output-only system identification of the
ambient vibration data. Measured data will be applied for identifying natural frequencies and damping
ratios. Modified complex Morlet wavelet function will be used for more adaptation on the time and
frequency resolutions. Frequency resolution adjustment techniques have been proposed to estimate modal
parameters of high-order modes.

Key Words: System identification; Output-only identification; Ambient data; Time Frequency
analysis;, Wavelet transform; Modified Morlet wavel et

structural health monitoring and assessment
of engineering structures. Modal parameters
of the ambient vibration structures consist of

System identification methods of output- natural frequencies, mode shapes and
only data have become a key issue in damping ratios as well. So far, a number of

1. Introduction



112

mathematical models on the output-only
identification  techniques  have  been
developed and roughly classified by either
parametric methods in the time domain or
nonparametric ones in the frequency domain.
Each identification method in either the time
domain or the frequency one has its own
advantage and limitation.  Generally,
parametric methods in the time domain such
as Ibrahim time domain (ITD), Eigensystem
realization algorithm (ERA) or Random
decrement technique (RDT) are preferable
for estimating modal damping but difficulty
in natural frequencies, mode shapes
extraction, whereas nonparametric methods
in the frequency domain like Peak-picking
(PP), Frequency domain decomposition
(FDD) or Enhanced frequency domain
decomposition (EFDD) advantage on natural
frequencies, mode shapes extraction, but
uncertainty in damping estimation. Recently,
new approach based on Wavelet transform
(WT) and Hilbert-Huang transform (HHT)
have been developed for output-only
identification techniques in the concept of
time-frequency plane. Preferable advantages
of this time-frequency based methods are to
estimate the natural frequencies in the
frequency slides and the damping ratios in
the time slides on the time-frequency plane,
especially WT is powerful analyzing tool for
processing non-stationary, transient and non-
linear inputs and outputs.

Wavelet transforms (WT) has recently
developed basing on a convolution operation
between a signal and a basic wavelet function
which allows to represent in time-scale
(frequency) domains, also called as a time-
frequency analysis (Daubechies, 1992). The
WT advantages to conventional Fourier
transform (FT) and its modified version as
Short-time Fourier transform (STFT) in
analyzing non-stationary, non-linear and
intermittent signals with temporo-spectral
information and multi-resolution concept.
The WT uses the basic wavelet functions
(wavelets or mother wavelets), which can
dilate (or compress) and translate basing on

Le et. al.

two parameters: scale (frequency) and
translation (time shift) to apply short
windows at low scales (high frequencies) and
long windows at high scales (low
frequencies). Basing on a discretization
manner of the time-scale plane and
characteristics of wavelets, the WT can be
branched by the continuous wavelet
transform (CWT) and the discrete wavelet
transform (DWT). Recently, the WT have
been applied to extract modal parameters
from vibration tests (ex., Staszewski, 1997;
Ladies and Gouttebroze, 2002; Slavic et al.,
2003; Kijewski and Kareem, 2003).
However, the WT applications have recently
had some troublesome difficulties and
limitation as follows: (1) Analysis of time-
frequency resolutions; (2) Extraction of close
frequencies; (3) Identification of modal
parameters in high-order modes; (4) Reality
of practical data with many sources of noises
and influence of external excitation; and (5)
Time interval and reliability for damping
estimation. Normally, the traditional complex
Morlet wavelet (Daubechies, 1992; Kijewski
and Kareem, 2003), with only parameter of
central frequency is mostly used in the WT
analysis, however, this traditional wavelet is
not convenient to deal with high time-
frequency resolutions, close frequency
identification problem, and high-mode
parameters where sophisticated the analysis
of high time-frequency resolutions must be
required. Modified complex Morlet wavelet
has been discussed by some authors (Ladies
and Gouttebroze, 2002; Yan et al., 2006) to
give comprehensive approach for time-
frequency resolution analysis.

This paper presents theoretical bases of
the wavelet transform-based technique for
output-only system identification of the
ambient vibrated structure with more focused
on the time-frequency resolutions for
estimating the modal parameters of high-
order modes. Practical output data and
modified complex Morlet wavelet will be
used for the output-only  system
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identification. Frequency resolution
adjustment techniques have been proposed in
order to determine the modal parameters of
the high-order modes.

2. Wavelet transform

The CWT of given signal x(t) is defined
as the convolution operation between signal

Xx(t) and wavelet function y_(t)
(Daubechies, 1992):
Wi (5,9) = [xOW Ot 1)

—0

whereW)(s,z):  CWT  coefficients  at

translation 7 and scale s in the time-scale
plane; asterisk * means complex conjugate;
v, (t): wavelet function at translation 7

and scale s of basic wavelet function (t), or
mother wavelet:

. 1 t—-7 2
v.s(t) \EW( - j ()
The mother wavelet, or wavelet for
brevity, satisfy such following conditions as
oscillatory function with fast decay toward
zero, zero mean value, normalization and
admissibility condition as follows:

Jo@dt=0; flyF d=1 (3)
c, = (@ g, o (3b)

The CWT coefficients can be considered
as a correlation coefficient and a measure of
similitude between the wavelet and the signal
in the time-scale plane. The higher
coefficient is, the more the similarity. It is
noted that the wavelet scale is not a Fourier
frequency, but revealed as an inverse of
frequency. Accordingly, a relationship
between the Fourier frequency and wavelet
scale can be approximated:

— (4)

where fr : Fourier frequency; s: wavelet
scale; and f; : central frequency.

3. Modified complex Morlet wavelet

Up to now, the traditional complex Morlet
wavelet is commonly used for the CWT
analysis, because it contains harmonic
components similarly to the Fourier
transform. The complex Morlet wavelet and
its Fourier transform are given as follows
(Kijeweski and Kareem, 2003):

w(t) = (27) 2 expli2f t)exp(-t?/2)  (5a)
J(sf) = (22) " explen?(sf 1) (5b)

where  (t),p(sf): complex Morlet wavelet

and its Fourier transform coefficient. It is
noted that here is only the central frequency
as the traditional complex Morlet wavelet.

Modified complex Morlet wavelet is used
by Ladies and Gouttebroze, 2002; Yan et al.,
2006 as follows:

v (t) = (af,)*° exp(j 27 t)exp(-t* / f,) (6a)

G(sf) =exp(-n’f,(sf - f,)*) (6b)
where fy: bandwidth parameter

Investigations on the modified Morlet
wavelet with some parameters (f. and f,) are
shown in Figure 1.

4. Time-frequency resolution analysis

Analysis of the time-frequency resolution
is inevitable for the close frequency
identification and the high-mode parameter
identification using the wavelet transform.

Time-frequency resolution plane of the
wavelet transform is shown in Figure 2, in
which high frequency resolution and low
time resolution are used for low frequency
band, and inversely. The Heisenberg’s
uncertainty principle revealed us that it is
impossible to simultaneously obtain optimal
time resolution and optimal frequency
resolution. Kijewski and Kareem, 2003
discussed the time-frequency resolution for
the wavelet transform using the traditional
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Morlet wavelet, also suggested for parameter

Complex Morlet wavelet N=2
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T = — Jlo-imeginary part
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Figure 1. Modified Morlet wavelet with some parameters

Wavelet transform

Frequency

Time
Figure 2. Time-frequency resolution plane
The time and frequency resolutions of the

modified Morlet wavelet can be expressed as
follows (Yan et al., 2006):

1
Af =——— (7a)
Yo 2w,
Jf
At =% (7b)
where Af,, At frequency resolution and

time resolution of the modified Morlet
wavelet. Here, relationship between the
frequency and time  resolutions s
Af, AL, =147 considered as optimal product,

normally we have the
Af AL, >1/47 .

relationship

In the interrelation between the Fourier
frequency and the wavelet central frequency,
wavelet scale as shown in the Eq.(4), we
have s= f_/f, one obtain the resolutions of

time and frequency:

ar =B (82)
s 2,
At=sAt, = fCZ\/ffT’ (8b)

Thus, one can adjust the wavelet central
frequency f; and the bandwidth parameter fj
to obtain the desired frequency resolution
and the desired time one at analyzing
frequency f.

5. Modal parameters estimation

Consider a linear damped MDOF
structure superimposed by N-modes, a
response solution of the structure due to
ambient external excitation as Gaussian
distributed broad-band white noises can be
expressed as follows:

X(t) = ZN: Aexp(-27¢; fit)cos(2Aft+6,) + X, ©)
j=1

where N: number of combined modes; i:

index of mode; A: amplitude of i-th mode;

0. phase angle; f,, ¢ : undamped frequency
and damping ratio of i-th mode;



Output-only System I dentification using Wavelet Transform 115

f, = f,y1-¢?: damped natural frequency;
X, perturbation due to noises and effect of

external excitation.

There is no convincing study on the effect
of the ambient loading on accuracy of the
output-only system identification methods. It
is noted that some authors (Ladies and
Gouttebroze, 2002; Kijewski and Kareem,
2003 and so on) used the random decrement
technique to eliminate the effect of external
excitation and estimate impulse responses of
structure. However, this technique as
conditional  correlation  function  and
averaging processing can weaken high
spectral components, but low energies in the
signal. Normally, effect of perturbation due
to noise and external excitation is eliminated.

Substituting Eqgs.(9) and (6) into Eq.(1),
one can obtain the wavelet transform
coefficient (Yan et al., 2006):

WX (r,9) = %Z Aexp(-27¢, f,7)

i=1

exp(—7° f, (sf, — f,)*)exp(j (247 +6,)) (10)

Because the wavelet coefficient is
localized at certain fixed scale s=s;, thus only
i-th mode associated with the wavelet scale s;
dominantly contributes to EQq.(10), other
modes can be negligible. Noting that from
Eq.(4) we have s=f/f or sf -f =0,
thus the term in Eq.(10)
exp(—z2f, (sf, — f.)?) =1. The wavelet
coefficient at scale s; can be rewritten as
SDOF system at i-th mode:

VVWX (r.5)= @A exp(-27¢; fir)exp(j(2Af,7 +6))
(11)
Substituting time t for translationz, and

expressing Eq.(11) in a form of the Hilbert
transform’s analytic signal of instantaneous

amplitude and instantaneous phase as
follows:
W (t,5) = B () exp(jg (1) (12)

where B (t),¢ (t): instantaneous amplitude
and phase, which are determined as:

B () = ‘/5 A exp(-27C, ) (132)
0,(t) = 22ft + 0 (13b)
Logarithmic expression of the

instantaneous amplitude, then differentiating
logarithmic amplitude, and differentiating the
phase angle, one obtains:

dinB@®) _ , ¢ (14a)
dt [

% =2 1= (14b)
t | I

From Egs.(14a) and (14b), the i-th natural
frequency and the i-th damping ratio can be
estimated as follows:

f__lJ(dlnB,(t)szr[d(pi(t)jz (152)

"2 dt dt
- _ﬁw (15b)
i t

For estimating damping ratios from the
wavelet logarithmic amplitude envelope, the
linear fitting technique can be applied.
Above-discussed wavelet transform-based
procedure has been applied for estimating the
natural frequencies and the damping ratios of
ambient vibrated data of the structure.

6. Results and discussions

Ambient vibration measurements have been
carried out on a 5-storey steel structure at the
test site of the Disaster Prevention Research
Institute (DPRI), Kyoto University. Ambient
data were recorded at all 5 floor levels and
ground as reference, by tri-axial velocity
sensors. Data were sampled on 5-minute
records with 100Hz sampling rate (Kuroiwa
and lemura, 2007). Velocity outputs have
been integrated to displacements for
convenient use. Time series of the integrated
displacement at first floor and its power
spectral density functions (PSD) are
presented in Figure 3. Combined with Finite
Element Model (FEM) results, first five
bending modes and associated natural
frequencies can be identified.
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Figure 4 shows the wavelet transform
coefficient (WTC) of the data on the
frequency band 0+20Hz and the time
duration 50-+150seconds, with the central
frequency f.=2 and the bandwidth parameter
f,=20. As can be seen from Figure 4, there
are only two frequency peaks observed at
1.73Hz and 5.34Hz, which correspond to two
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Figure 3. Data and its PSD
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first modes. Frequencies of the high-order
modes (the 3" mode, 4™ mode and 5™ mode)
can be estimated by this WCT. Reason is
given here because single frequency
resolution has been applied to whole
frequency band 0+20Hz, which is good for
low frequency analysis, but not appropriate
to higher frequency bands.

WTC
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Figure 4, Wavelet transform coefficient (at fC=2, f,=20)

In order to identify the modal parameters
of higher modes, it is proposed here
techniques  for  frequency  resolution
adjustment as follows:

1. Bandwidth resolution adjustment:
Analyzing frequency band is divided into
several bandwidths, and one applies the
Morlet wavelet with concrete parameters
(f., fy) to each frequency bandwidth.
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Here, there are bandwidths of 0+20Hz
such as 0+5Hz, 5+10Hz, 8+12Hz,
12+16Hz, and 16+20Hz.

2. Broadband filtering: The data is
broadband  filtered into  several
bandwidths. This process remains
desired frequency band for the wavelet
transform coefficients, other undesired
bands can be negligible. Next, the Morlet
wavelet  with  adjusted frequency
resolution applies to band-passed
components. Here, the broadband filtered
components of 0+20Hz are 0+3Hz,
3+6Hz, 6+12Hz, and 12+24Hz.

3. Narrowband filtering: Similar to the
second technique, the signal is filtered
not on broad bandwidths, but on narrow
bandwidths, which are close to each
natural frequency. This technique is
much more localized around natural
frequencies, but it requires prior
information on these natural frequencies
on the signal. Also, this technique
eliminates  effects of  undesired
frequencies on the wavelet coefficient
analysis.  Here, the data is filtered

Band 0+5H, f.=2 f,=20

30 a0 T &0 20 100 110 120 130 140 150

Band 8+12Hz, f;=3 f,=75

,.E(J 60 T 80 o0 100 110 120 130 140 150

narrow bandwidths of 1+3Hz; 4+6Hz;

8+10Hz; 13+15Hz, and 17+19Hz.

Figure 5 shows the wavelet transform
coefficients at four frequency bandwidths
following  the  bandwidth  resolution
adjustment technique. The Morlet wavelet
parameters (f, f,) also are associated with the
frequency bandwidths. Obviously, all the
frequency peaks can be observed at each
analyzing bandwidths, even close
frequencies can be determined in the
bandwidth of 12-16Hz.

Broadband and narrowband components
from the original data are shown in Figure 6.
The frequency bandwidths also are indicated
in each filtered components.

The wavelet transform coefficients of the
broadband components and the narrowband
ones, as shown in Figure 6 are presented in
Figure 7 and Figure 8. As can be seen from
the Figures 7 and 8, the natural frequencies,
with application of the band-pass filtering are
appeared more clearly and visibly than
without filtering as in Figure 5. Although the
close peak frequencies all can be observed in
Figure 6 and Figure 7 at the natural
frequency of the 4-th mode.
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Figure 5. Waveﬁé? transform coefficient with bandW|dth resoluhon szidjustment
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Figure 9 shows the wavelet logarithmic
amplitude envelopes of the wavelet
transform coefficients of the narrowband
components. The logarithmic decrements can
be estimated via the linear least-square fitting
technique as red lines shown in the same
plots, the damping ratios then are
determined. However, the questionable point
here is that how is the time duration in the
wavelet logarithmic amplitude envelopes
selected for estimating the damping ratios.
There is no any discussion on this matter, but

Wavelet logarithmic amplitude at f;
| | | |

-8.6

— envelope
— _linear fitting|

el
@
i)

bl
>
iy

bl
Y
3

Logarithmic amplitude
hy & .
>
=3

*®
)

|
1
7 87.5 88 885 89 89.5 90

@
=
o

s Wavelet logarithmic amplitude at f;

]

e

|

|
L

| | | ——amplitude envelope
[ 1 _ _ [~ linear fitting

| |

| |

Logarithmic amplitude

85
Time (s)

Logarithmic amplitude

Logarithmic amplitude

N

474
172 - -
473 — —

-17.4F — —

-17 33

it is generally agreed that the selection of
time duration much influences on accuracy
and reliability of identified damping ratios. It
argues that some following guidelines should
be taken into consideration for damping
estimation:

(1) Time duration should start around clear
and maximum peak of wavelet transform
coefficient.

(2) Short localized time duration should be
preferable.
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Figure 9. Damping estimation from wavelet logarithmic amplitude envelope

The wavelet transform coefficients are
very clear observed when one applies the
narrowband filtering (see Figure 8),
especially, they are localized in the
frequency domain but stretched in the time
domain. This characteristic is convenient for
estimating the damping ratios.

Results of the natural frequencies and
damping ratios extracted from mentioned
three techniques are listing this Table 1.
There is good agreement observed for the
identified natural frequencies between the
techniques.

Table 1. Identified natural frequencies (Hz)

Model | Mode2 | Mode3 | Mode4 | Mode5
PSD 1.74 5.35 8.84 | 13.68 | 18.13
WT(@) | 1.74 5.32 8.81 | 13.64 | 18.07
WT@2) | 1.73 5.34 8.82 | 13.59 18
WT@3) | 1.73 5.35 8.83 | 13.64 | 18.04
Table 2. Identified damping ratios (%)

Model | Mode2 | Mode3 | Mode4 | Mode5
WT@3) | 052 | 2.07 | 2.07 175 | 2.22

Note: WT(1), (2), (3) corresponding to frequency
resolution  techniques as (1) bandwidth
adjustment; (2) broadband filtering; and (3)
narrowband filtering

Narrowb
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7. Conclusion

Output system identification of ambient
data using the wavelet transform has been
presented in the paper. Modified Morlet
wavelet is more adaptive and appropriate to
treat with sophisticated time-frequency
resolution  analysis.  Three  frequency
resolution techniques have been proposed to
estimate the modal parameters of the high-
order modes and the close frequency
problem. Identified natural frequencies from
three techniques are good agreement.
However, further investigations on selection
of time duration in the wavelet logarithmic
amplitude envelopes are required for more
reliability and accuracy of the damping
estimation.
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Abstract

Fiber reinforced composite materials are widely used for various structures especially for aerospace
structures because of their high specific stiffness and strength. However, composite materials have low
toughness and they are susceptible to damage from impact loading. Especially for low velocity impact,
matrix crack and delamination damage mainly appears in the structures. They are hard to be detected in
their appearance. These barely visible impact damages can reduce strength of composite structures.
Composite plates were fabricated with unidirectional CFRP prepregs and impact tests of composite plates
were performed at various impact energies to investigate the impact behaviors and impact damages of
composite plates. Damage mode due to low velocity impact depends on the impact energy level. Critical
damages always appeared with fiber breakage. C-scan was used to inspect the overall damage areas of
composite plates. Cross-sections of damaged plates were inspected with light-microscope to figure out
internal damage modes due to low-velocity impact. Numerical analyses of composite plates subjected to
low-velocity impact were performed. Damage model of composite material was developed for reliable
impact analysis. It is developed based on the continuum damage mechanics and failure criteria of
composite material. Progressive damage analyses were performed with the developed damage model. The
damage model was implemented in the user material subroutine of commercial finite element analysis
program, ABAQUS/explicit. Cohesive zone model was used for delamination damage. Impact analyses of
composite plates were performed with ABAQUS/explicit and the developed damage model. Analysis
results were compared with the experiment data for the verification of damage model. Impact analysis
with the developed damage model predicted the impact behaviors and damage region reasonably.

Key Words. composite plat, impact response, impact damage, damage model, numerical analysis

materials are being replaced to composite

1. Introduction

Fiber reinforced composite materials are
widely used for various structures especially
for aerospace structures because of their high
specific stiffness and strength. Metal

materials for weight savings of structures.
However, composite materials have low
toughness and they are susceptible to damage
from impact loading. Especially for low
velocity impact, even though the impact
energy is low, it can induce matrix crack and



122

delamination in the structure. These internal
impact damages are hard to be detected.
These barely visible impact damages reduce
the strength of the structures. It is well
known that delamination can significantly
reduce the compressive strength. Low
velocity impact with large impact energy can
fracture composite structure. Therefore
impact damage should be considered in the
design of composite structures considering
possible  impacts  during  fabrication,
operation and repairing process for safety of
the structures.

Impact behavior and impact damage of
composite structure is very complicated and
hard to be predicted. They depend on many
parameters such as geometric shape of
composite structure and impactor, impact
energy, boundary condition, layup-sequence
of composite structures and so on.

Analysis technique is required to predict
impact behaviors, impact damage and
residual strength of composite structures.
Finite element analysis method is generally
used for structural analysis. For reliable
impact analysis of composite structures,
reasonable damage criteria and damage
model are required to predict the initiation
and propagation of impact damage.

Composite material have several damage
modes; such as fiber breakage, matrix crack
and delamination. Each damage mode
appears in different stress or strain condition
and affects impact behavior and degradation
of residual strength in different way. The
initiation of each damage mode should be
considered separately with different failure
criterion. After the damage initiation, stress
distribution around the damage are changed
depending on the damage. It should be
appropriately considered with the damage
model.

Recently, progressive damage analysis is
generally used for reasonable impact analysis
with damage models based on continuum
damage mechanics.

Matzenmiller et al.(1995) proposed
Weibull distribution function for the fiber

In Lee and Eun-Ho Kim

failure mode because strength of a fiber
bundle with initial defects follows the
Weibull distribution function.

Williams et al.(2001) used the
Mazenmiller’s model for both fiber failure
and marix failure. He used shell element for
the impact analysis of composite plate.

Tabiei et al.(2009) also used the
Mazenmiller’s model for damage model. He
used solid element for impact analysis of
composite plate.

Shape parameters of Weibull distribution
function were usually determined by
parametric studies for appropriate analysis
(Williams et al., 2001 and Tabiei et al., 2009)

However, the shape parameters can be
determined by statistical analysis of strength
data obtained from material property tests.

In this research, low velocity impact tests
of CFRP composite plates were performed at
various impact energies to investigate the
impact behaviors and impact damages.
Overall damage area including non-visible
internal damage was inspected with C-scan.
Cross-section of impact specimens were also
inspected with light-microscope to figure out
internal damage modes.

Damage model for composite material
based on Mazenmiller’'s model was
developed and implemented in user material
subroutine of commercial FEA program,
ABAQUS/explicit. Impact analyses of
composite plate were performed with
ABAQUS/explicit and the damage model.
Analysis results were compared with those of
impact test and C-scan.

2. Experiment

2.1. Materials and test procedures

Composite plates were fabricated with
carbon/epoxy prepreg CU125NS (HANKUK
CARBON Co.). Material properties are
represented in Table 1. Lay-up sequence of
the plates was  [0%/90°/0°%/90°/0°%]s.
Dimension of specimens was 100mm x
100mm x 2mm. Impact tests were performed
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with drop weight type impact testing
machine INSTRON DYNATUP 9250HV.
Steel impactor was used. Its diameter was 1/2
inch and mass was 6.5kg. Impact specimens
were clamped with a hydraulic fixing device.
Square frame jigs were used to give square
boundary condition as shown in Fig 1. Width
of the frame was 10mm.

.....

a

Figure 1. Maximum contact force and
Central deflection

Impact tests were performed at a range of
impact energy, 5J~40J to investigate both
visible and non-visible impact damages.
Overall damage area was inspected with C-
scan using 10MHz ultrasound. Cross-section
of the specimens impacted with 5J and 15J
impact energy was inspected with light-
microscope to figure out the internal damage
modes.

Table 1. Material properties of

CU125NS*

Modulus Strength
Eiy : 135.4GPa XT : 293 GPa
Ex Esz: 9.6GPa XC : 1.65 GPa
G12G13: 4.8GPa YT : 54.0 MPa
Gy : 3.2GPa YC : 240.0 MPa
Vi Vi @ 0.31 S$12,513: 74.0MPa
Vs 1 052 S23 : 65.0MPa

* Choi, I.H. and Hong, C. S.(1994) and Kang, S. -
G.(2006)

2.2. Test results

Maximum contact forces and central
deflections are represented in terms of impact
energy in Fig. 2. Impact energies can be
categorized into three levels according to
impact damages as shown in Fig. 2 for the
composite plates.

The first energy level was lower than 15J
in this model. In this range of impact energy,
internal damages mainly appeared. Damages
were hard to be detected in its appearance.
Nondestructive testing methods should be
used to detect this kind of internal damage.
C-scan image showed large delamination
around the impact region. Internal damage
was matrix crack and delamination. Fiber
damage did not appear. Maximum contact
force linearly increased with increasing
impact energy in this level of impact energy.

Second energy level was between 15J] and
30J. Composite plates were critically
damaged with fiber breakage. Contact force
was suddenly decreased with fiber damage in
contact force history. Impact damages clearly
appeared in its appearance. There are large
variations in maximum contact force.

Third energy level was larger than 30J.
Composite plates were penetrated by the
impactor and central deflections abruptly
increased in deflection-energy graph of Fig.
2.

Maximum central deflection seems to
increase linearly as impact energy increase
except for the cases of penetration. The
largest damage mode was delamination in
low velocity impact. The range of impact
energy levels can depend on several
parameters; such as geometry of composite
structure and impactor, material properties,
layup-sequence, boundary condition etc.
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Figure 2. Maximum contact force and
Central deflection
3. Analysis

3.1. Damage model

Damage model of composite material was
developed based on Mazenmiller’s model
and implemented in the wuser material
subroutine of ABAQUS/explicit program.

Mazenmiller et al.(1995) assumed that the
progression of fiber damage is following the
cumulative Weibull distribution as shown in

Eq. (2).
wzl—exp{—ni\e[ E)ig]m} (1)

where m is a shape parameter and X,
EC, & are strength, initial stiffness, and strain,
respectively. Complementary cumulative
Weibull distribution function in Eqg. (2)

In Lee and Eun-Ho Kim

means the ratio of residual properties for
damaged materials.

d=1-w 2

It was applied for the fiber crack and two-
transverse cracks in in-plane and out-of-
plane as shown in the following Equations.

- Fiber crack:

0 m ]
d1(n+1) —min {exp[— 1 [Eué‘uj 'dln} (3)
me| X

- Matrix crack (in-plane):
0 M
e :min{exp{l[EﬂSzzj xd;} (4)
mel Y
-Matrix crack (out-of-plane):

0 My
- {exp{l[%] },d;} (5)
mel Y

where subscript f and m means fiber and
matrix respectively. Maximum failure strain
criterion is used in this model. Damage of
composite material is irreversible process
and the ratio of residual properties, d,, can

not increase. The ratios, d,, was applied to the

related material properties to consider the
effects of damages. The progression of
damage depends on the shape parameter m.
Stress-strain curves of composite material in
fiber direction are presented in Fig. 3 for
several shape parameters. If the shape
parameter is large, damage starts early and is
slowly progressed. However the strength is
not affected by the shape parameter.
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Figure 3. Strain-stress curves at several
shape parameters

William et al.(2001) and Tabiei et
al.(2009) determine the shape parameter
through parametric studies for fiber crack,
matrix crack and shear cracks. They
suggested 10~20 for fiber crack and 2~6 for
matrix crack and shear crack. 20 was used
for fiber crack and 5 was used for matrix
crack in this research.

Cohesive zone model was used for the
delamination (Travesa, 2007). It was applied
only between the layers which stacking
sequence is changed because Dost et
al.(1991) described that no delaminations
occur between adjacent layers with the same
fiber orientation. The behavior of cohesive

element is represented by traction(t,, )-

displacement(J,, ) relation as shown in Eq.

(6).

tn Knn Kns Knt 5”
t=t b= K, K. K |Zlsl ()
tt Knt KS Ktt ° é‘t

where subscript n, s and t mean normal and
two shear mode respectively. T, means
constitutive thickness of cohesive element.
Quadratic strain-based failure criterion was
used for the initiation of delamination as
given in Eq. (7).

<€ > 2 c 2 - 2

8[1 85 gt
where superscript 0 means maximum failure
strain and () is the MacAuley bracket.

Benzeggagh-Kenane equation was used for
the propagation of the delamination.

Damage model for fiber and matrix crack
was implemented in the user material
subroutine of ABAQUS/explicit.

3.2. Impact Analysis

Impact analysis was performed with
ABAQUS/explicit and the developed damage
model. Analysis model was developed based
on the impact test model which has four
parts; impactor, composite plate and two
square frames as shown in Fig. 4. Lower
frame was fixed and pressure was applied in
the upper surface of the upper frame. Sphere
was used for the impactor. Appropriate
density was assigned to the sphere for 6.5kg
of mass. Mesh size of the composite plate
was determined from conversion test. Quad
model was used to reduce the computation
time.

Figure 4. Analysis model

4. Results and Discussion

4.1. Results

The numerical analysis using the
developed damage model and cohesive zone
model was very effective to predict the
impact behavior and the impact damages of
composite plates. Contact force histories at
5J and 15J) are compared with experiment
data as shown in Fig. 5. At 5J of impact
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energy, non-visible impact damage mainly
appeared inside of the structure. At 15J of
impact energy, composite plate was critically
damaged and contact force abruptly
decreased. Numerical analyses with the
developed damage model well estimated the
non-visible damages and critical damages at
wide range of impact energies. Central
deflections were predicted a little smaller
than those of experiments but they are also
comparable to the experiment data.
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F ——— Experiment 5J
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= Sk a — = Experiment15J
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Figure 5. Contact force history

Damage area at 5J was compared with C-
scan image in Fig. 6. Overall impact damage
is shown in C-scan image around the impact
location. Damage area predicted by
numerical analysis is overlapped on the C-
scan image in Fig. 6. The largest damage
area was delamination and the damage area
is comparable to C-scan image.

lamination

Matrix crack

Figure 6. Comparison of damage area at
5J

In Lee and Eun-Ho Kim

4.1. Discussion

Impact tests of composite plate were
performed at various impact energies and
impact damages were inspected with C-scan
and light-microscope. The damage model
based on maximum failure strain and
continuum damage mechanics was developed
for impact analysis of composite plates. It
was effective to predict the impact behavior
and overall impact damage of composite
plates at wide range of impact energy except
when composite plate was penetrated by
impactor.
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Abstract

In recent years, natural fiber reinforced polymeric composites (green composites) have drawn wide
attention to get rid of adverse effect on environment by using of artificial fibers. However, certain
problems associated with the use of natural fibers, such as the poor compatibility between the fibers and
polymeric matrices greatly reduce the potential of natural fibers to be used as reinforcement for polymers.
Jute fibers reinforced polypropylene (PP) composites were manufactured by injection molding technique.
In order to improve the affinity and adhesion between fibers and matrix during manufacturing, maleic
anhydride grafted polypropylene (MAPP) as a coupling agent has been employed. Physical properties
such as void contents and water absorption rate were studied. Tensile and flexural tests were carried out
to evaluate the composites mechanical properties. Tensile strengths and modulus for jute fiber composites
were higher than that of raw PP. In addition, strength and modulus were found to be influenced by the
variation of MAPP contents (1%, 2%, and 3%) and by increasing the fibers loading. Like tensile
properties, the flexural properties of composites were improved. Scanning electron microscope images of
short jute fiber composites shows significant enhancement on the adhesion between the fibers and matrix.
In addition, for predicting the mechanical properties of discontinuous short natural fiber composites,
numerical simulations were performed using MATLAB software. The predictions were quite similar with
the experimental results.

Key Words. Natural fibers, Polymeric matrices, Maleic anhydride grafted polypropylene, Interfacial
adhesion, Mechanical properties prediction

specific strength and modulus, availability in
a variety of forms throughout the world, and
the possibility to generate energy motivate

Over the past decade there has been a their association with organic polymers to
growing interest in the use of lignocellulosic elaborate composite materials. However, it is
fibers as reinforcing elements in polymeric well known that different surface properties
matrix [1-5]. The specific properties of this between the fiber and the matrix, i.e. the
natural  product, namely low cost, former is highly polar and hydrophilic while
lightweight, renewable character, high the latter is, generally, non-polar and

1. Introduction
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relatively hydrophobic, impose the surface
modification of the fibers surface, in order to
improve the fiber/polymer compatibility and
their interfacial adhesion [6]. Without such a
treatment, natural fibers embedded in a
polymeric matrix generate unstable interfaces
and the stress applied to the fiber/polymer
composite is not efficiently transferred from
the matrix to the fiber and the beneficial
reinforcement effect of the fiber remains
underexploited. Likewise, the poor ability of
the polymer to wet the fiber hinders the
homogeneous dispersion of short fibers
within the polymeric matrix [7-11].

The main objective of this study is to
manufacture short jute fiber reinforced
composites by injection molding technique
as followed by the evaluation of their
mechanical properties. Maleic anhydride
grafted polypropylene was employed to
improve the bonding between the fibers and
matrix. In addition, fiber surface
modification by NaOH was employed for
better bonding.

2. Experimental Details

2.1. Materials

Polypropylene (PP) supplied by Honam
Petrochemical Corp. (Korea) was used as the
matrix. The specific weight and the melting
point of PP were 0.95 g/cm®, and 170°C,
respectively. Maleic anhydride grafted
polypropylene (MAPP) (Eastman, USA) was
used as coupling agent. Jute fibers from
Philippine were wused as reinforcement.
Analytical grade NaOH (98%) from Kudko.
Co. (Korea) was used in the treatment of jute
fibers.

2.2. Composite Fabrication

Firstly, jute fibers were treated with 2
wt% NaOH for 24hours. Vacuum dried
treated jute fibers were chopped into short
lengths about 2mm to insure an easy
blending. The chopped jute fibers and PP
were than compounded with the coupling
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agent in a manual mixer. The mixed blends
were molded in twin-screw extruder (PRIM
TSC 16TC, Thermo Electron Corp.) to form
pellets of diameter 1.0mm by using the melt
mixing process. After extrusion, the dried
pellets were used to make specimens for
tensile and 3-point bending test using an
injection molding equipment. In addition, the
specimens of pure PP were also prepared
using the injection molding technique.
Tensile test (according to ASTM D 638 Type
I) and 3-point bending test (according to
ASTM D 790) were carried out using a
Universal Testing Machine (RB 301 Unitech
M).

3. Results and Discussions

3.1. Void Contents

Table 1 shows the densities and void
contents of the jute/PP  composites
manufactured. After immersion in alkali for
24hrs, the globular pultrusions present in the
untreated fiber disappeared but it leads to the
formation of a large number of voids. In
addition, the use of water as a suspension
medium for extruded composite rods during
prepregging can absorbs water and causes
these voids. However, it was observed that
with the increased of MAPP content from 1
to 3%, there was a relative reduction of the
void contents.

Table 1. Void contents of composites

Composite Void, M , T,
volot d 3 d 3

0 g/cm g/cm

1% MAPP  4.08 0.90 0.94
2% MAPP  3.32 0.91 0.94
3% MAPP 1.53 0.92 0.94

3.2. Water Absorptions

The results of the water absorption tests
are summarized below in Table 2. It can be
observed that the fiber-based composites
showed significantly high water absorption
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Table 2. Water absorptions of composites

Composite Void, M , T,
volot d 3 d 3

0 g/cm g/cm

1% MAPP  4.08 0.90 0.94
2% MAPP  3.32 0.91 0.94
3% MAPP 1.53 0.92 0.94

due to the hydrophilic character of jute
fibers. However, compared to water
absorption of jute fibers, the composites
exhibit much lower water absorption values.
These much lower values obtained for
composites than for fibers themselves are
because cellulose fibers are covered by PP
layers that slow down the diffusion of water.
Moreover, the hydrophilic —-OH groups
present in the jute fibers react with the acid
anhydride group present in MAPP to form
ester linkages. This reduces the water
absorbing capacity in the jute/PP composites.

3.3. Mechanical Properties

Figure 1 shows the effect of jute fibers
and coupling agent on the tensile properties
of the reinforced PP. In case of 10 vol. %
composites, the addition of 1 wt% MAPP
increased the tensile strength of the
composites from 20.28MPa to 24.19MPa
while in case of 20 vol. % composites; the
addition of 1 wit% MAPP increased the
tensile  strength from 20.28MPa to
26.81MPa. The improvement of mechanical
properties by adding MAPP was occurred
through a better bonding between cellulosic
fiber surfaces and PP was caused by the
esterification of the anhydride groups of
MAPP with the hydroxyl groups of cellulosic
fibers. Because of the fact that jute fiber is
lignocellulosic and contains more than 60%
cellulose, we assume that a similar chemical
bonding occurred between the hydroxyl
groups of jute fibers and anhydride groups of
MAPP. Moreover, further improvements of
the tensile strengths of the composites were

observed by adding MAPP contents from 1%
up to 3% for both composites.

Figure 2 shows the tensile modulus of raw
PP and jute/PP composites (10 vol. % and 20
vol. %). It was observed that the elastic
moduli were remarkably higher than those of
raw PP, and they were almost independent of
whether coupling agent was added or not
even though there are certain increases in the
properties by adding MAPP contents. The
moduli were determined from the initial
slope of the stress-strain curve. At the initial
slope, only a very small strain region can be
considered, which is practically not
influenced by the interface between fiber and
matrix. So it was clear that even though
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MAPP contents can’t affect the modulus of
the composites, but due to the improvement
of the interfacial adhesion between the fibers
and matrix, the moduli were increased
remarkably.

Variation of elongation at break of jute
fiber composites containing different MAPP
contents and fiber loading is shown in Fig. 3.
The decreases can be explained by
constrained matrix flow in the presence of
less-extensible fibers and the effects of
internal stress concentrations initiated by
fiber-induced microcracks. However, the
percentage elongations of break of the jute
fibers composites were increased with the
increasing of MAPP content from 1% to 3%
for 10 vol. % jute fiber composites. Unlike
the 10 vol. % composites, the composites
containing 20 vol. % shows the reverse
trends for the elongation at break. It means
the jute fiber inclusion on the composites
have better effects on the elongation at break.

The flexural properties of jute/PP
composites were also studied. Fig. 4 shows
the flexural strength of jute fiber composites
containing different MAPP contents and
fiber loading. The additions of MAPP
content provide a significant effect on the
flexural strengths of the composites. The
improvement of flexural properties by adding
MAPP was occurred through a better
bonding between cellulosic fiber surfaces
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Figure 3. Elongation at break of Jute/PP
composites
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and PP was caused by the esterification of
the anhydride groups of MAPP with the
hydroxyl groups of cellulosic fibers. We
assume that a similar chemical bonding
occurred between the hydroxyl groups of jute
fibers and anhydride groups of MAPP.

Figure 5 shows the flexural modulus of
jute/PP composites for both 10 vol. % and 20
vol. % jute fiber. It was observed that the
flexural moduli were remarkably increased.
They were almost independent of whether
coupling agent was added or not even though
there are certain increases in the properties
by adding MAPP contents. The average
flexural modulus of 10 vol. % and 20 vol. %
composites were 40.34GPa and 48.85GPa,
respectively.
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3.4. Surface Morphology

Figs 6 shows the SEM observations of
fractured surface for polypropylene based
composites with 10 vol. % jute fibers. After
NaOH treatment, their surface seems to be
clean, intact and free from any adhering
polymer. This is because the cementing
material such as the hemi cellulose and a part
of lignin were removed from the multi
cellular matrix to some extent. The reduced
hemi-cellulose contents in the fibers may
lead to the improvement of the composites
mechanical properties. The fibers are broken
off near the surface and do not leave any
voids on the fractured surface. However, the
fibers were pulling out from the matrix
surfaces; a thin layer of polymer matrix was
covering the fiber surfaces. This observation
gives direct evidence about the adhesion

Q- TTR R S tn ) _ i
3 i ‘-“ * -5 ’

Figure 6. SEM micrographs of fractured
surfaces of Jute/PP composites (x100)

Figure 7. SEM micrographs of fractured
surfaces of Jute/PP composites (x1000)

improvement at the interface in the presence
of reactive MAPP. It is noticeable that the
voids in these natural fiber composites seem
to be disappeared. This is also indicates that
the adhesion improved.

3.5. Mechanical Properties Prediction

With a view to compare with the
experimental results the volume percentage
was considered 10 and 20% for the
simulation.  Halpin-Tsai  equations  for
unidirectional discontinuous fiber lamina
were used to predict the individual Young’s
modulus of the composites in longitudinal
direction. The length and diameter of the jute
fibers were assumed to 2mm and 0.05mm,
respectively. The Poisson’s ratio of matrix
and fibers were also assumed to be 0.4 and
0.20, respectively. Though experimental
results such as the tensile test had been
conducted to calculate the Young’s modulus
of the unidirectional composites, only
Young’s modulus was be compared with the
simulation results. Other properties could not
be compared due to the lack of experimental
results.

A thin lamina containing randomly
oriented discontinuous fiber exhibits planar
isotropic behavior. The properties are ideally
the same in all directions in the plane of the
lamina. As jute fibers were randomly mixed
with the matrix, there is no definite or
specific  fiber  alignment can’t be
distinguished. That’s why for jute fiber
reinforced composites, it was assumed to the
same situation like the thin lamina. Table 3
shows the comparative view from the
experimental with simulation results.

It is observed that the results in
simulation are less than the actual
experimental results. The possible

Table 3. Comparison of Young’s modulus of
composites

Composite 10 vol% 20 vol%
Experimental 1.86 2.61
Simulation 1.5 2.36
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explanation of the variation in the two results
is that, in actual case MAPP had been used to
improve the interfacial adhesion between the
fibers and matrix. It is the evidence that
MAPP has a significant influence on the
mechanical properties of the composites.
Thus, the using of MAPP as a coupling agent
was effective to reinforcement of jute fibers.

4. Conclusions

Jute fiber reinforced polypropylene matrix
composites were successfully developed by
the injection molding technique. The
improvement of tensile strengths, modulus
and elongation at break of the composites
can be observed. The addition of MAPP
contents as coupling agent improved the
composite performance by enhancing the
adhesion between jute fibers and PP matrix.
As the elongations at breaks were reduced in
jute fiber polypropylene composites, it can
be suitable candidates for strain improvement
in hybrid composite systems. Similar to
tensile properties, improvement in flexural
properties were also significant. The
predictions of mechanical properties coincide
well with the experimental results.
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Abstract

The paper presents shortly some results obtained recently in the study of vibration reduction using
energy dissipation devices. The main attention is given to the following problems:
- Design and manufacture of some energy dissipation devices. Test in laboratory to obtain

dynamic characteristics.

- Installation of energy dissipation devices into real structures. Test in practice to investigate the

effect of vibration reduction.

An example of illustration is taken about the vibration reduction of stayed cables using fluid dampers.

Key Words:. energy dissipation devices, vibration reduction, fluid dampers

1. Introduction

In recent years, serious efforts have been
undertaken to investigate energy dissipation
systems, such as friction, viscous, tuning
mass or liquid dampers, which are
characterized by a capacity to dissipate
energy when subjected to deformation or
motion  [1,2,11,13-17]. The  energy
dissipation may be achieved either by
converting kinetic energy to heat or by
transferring energy among vibration modes.
The paper presents shortly some results
obtained recently at Institute of Mechanics in
the study of vibration reduction using energy
dissipation devices.

An example of illustration is taken about
the vibration reduction of stayed cables using
fluid dampers. When a stayed cable is
subjected to moderate external disturbance, a

good performance may be expected when
connected to linear fluid viscous damper [3-
5]. The structure and concept of fluid viscous
damper for cable vibration are presented with
a comparison of theoretical calculation and
experiment for a fluid viscous damper. The
damper performance in the cable vibration
modes is of particular interest. The dynamics
of the cable-damper system depends on the
frequency, the location of damper,
parameters of the damper. The modal
damping ratios and optimal values of
parameters of the damper are investigated.
The experiments with fluid dampers-cables
system are carried out in the Laboratory and
on Ben Coc stayed cable bridge in Hatay
province, Vietnam.

2. Design and Manufacture of Some
Energy Dissipation Devices
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The purpose of this study is to outline
some principal steps in the problem of design
and manufacture of some energy dissipation
devices such as linear and nonlinear fluid
viscous dampers, turn mass or liquid
dampers. Figure 1 shows an offshore
structure and its mechanical model in the
form of inverted double pendulum.
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Figure 1. Offshore structure and its
mechanical model with TMD

In order to reduce the undesired vibration
a turn mass damper (TMD) is considered to

Nguyen Dong Anh

be installated into the offshore structure. The
manufacture of TMD model is shown in
Figure 2.

Figure 2. TMD experimental model

When a stayed cable is subjected to
moderate external disturbance, a good
performance may be expected when
connected to linear fluid viscous damper. A
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fluid viscous damper dissipates energy by
forcing a fluid through an orifice causing a
damping force. A prototype fluid viscous
damper was manufactured in the cooperation
with NARIME as shown in Figure 3.

S B
T LRl

|

Figure 3. Prototype damper for testing in
laboratory

This damper has the following
parameters; stroke is 0.05m, diameter of
cylinder is 0.04m and the designed damping
force is F=0.1939*V (kN/cm/s), where V is
the velocity.

3. Test in The Laboratory

3.1. Dynamic characteristics of fluid
dampers

In order to check the designed damping
force, a test in the laboratory was carried out
as shown in Fig. 4.

Figure 4. Test set up in the laboratory

The damper was tested at three
frequencies and amplitudes of piston stroke,
namely f ; , 3 =1, 2, 3 (Hz) and A;,3 =1.0,
0.85, 0.75 (cm), respectively. The
displacements of the  piston are
X(t)=A123*sin(2nfi,3t). The experimental
results in comparison with theoretical
calculations regarding the relationship
between damping force F and the
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displacement of damper at three different
frequencies are plotted in Fig. 5.
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Figure 5. Loops of damping force/
displacement in testing frequency of 1 Hz, 2
Hz, 3 Hz
(thick lines are theoretical results and thin
lines are experimental results)

According to these figures the closed
loops of displacement and damping force are
ellipses.
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Figure 6. Damping force — Velocity in testing
frequency 1 Hz, 2 Hz, 3 Hz.
(thick lines are theoretical results and thin
lines are experimental results).

Fig. 6 also shows the experimental results
in comparison with theoretical results
regarding the relationship between damping
force F and velocity V of the damper, where
V(t) =A123*2nf1,3*cos (2xft). This shows
that the theoretical and experimental results
are in good agreement.

3.2. Cable-Damper experiment in laboratory

In order to check the theoretical result, a
experiment of damper-cable system was
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carried out in Laboratory for different
parameters (damping forces, cable tensions)
of damper and cable as shown in Fig. 7.

Figure 7. Damper-cable experiment in the
laboratory

The theoretical and experimental results
were in reasonable agreement.

4. Damper-Cable System

The free vibration of a taut cable with
attached linear viscous damper near the end
of the cable was investigated [7] and
extended by Krenk [8] who used a complex
wave number to obtain an asymptotic
solution for the modal damping. A numerical
investigation was carried out by Pachero et
al. [9] to obtain modal damping estimation
curves. It has been being investigated and
extended by [10,12]. The effect of the
damper depends on its adequate damping
coefficient, namely if the damper force is too

large it will act as a support, and if the
damper force is too small it will fail to
dissipate energy. Within two limits there
would be an intermediate optimal tuning of
damper corresponding to a maximum modal
damping.

4.1. Damping characteristic of a cable with
a damper

A model of a simply supported taut cable
with linear viscous damper is shown in
Figure 8.

Figure 8. A model of taut cable with a
viscous damper

The transverse vibration of the cable-
damper system is described by the equation.

2 2
ma u_H 0 uzcau(l,t)

a2 ax?
where u(x,t) is transverse deflection, m is
mass per unit length, H is horizontal cable
force, x is coordinate along the cable chord
axis, and &x) is the Dirac delta function.
Suppose the damper location is given. In
order to investigate the behaviour of modal
damping ratios, & versus @ corresponding
to the first three vibration modes (i=1, 2, and
3) are shown in the Figure 9(a) for the
interval = [0,100] and for I/L =0.05.
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Figure 9(a). Plots of &versus 4
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Figure 9(b). Plots of &, with different I/L
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Figure 9(c). Plots of & and & versus 6

Figure 9(b) depicts three curves of &
corresponding to three different damper
locations: 1/L=0.05, 0.1, and 0.3. It is seen
that the modal damping ratios increase when
@ is increasing. They reach almost the same
maximal value but at different values of 6, as
shown in Table 1.

Table 1: Maximum modal damping ratios

g 645 325 2.25
glmax éémax gﬁnax

G
=0.0264 | =0.02a7 =0.0272

Thus, the tuning effect of damper can be
clearly seen in the Figures 9(a, b, c). Further,
the damping effect is better when the relative
distance of damper location is larger. It is
obtained in the Figure 9c that the maximum
damping ratio is larger for higher
frequencies, see also Table 1.

Figure 10(a). Plots of non-dimensional
damped frequencies , /  versus 0

] - - - -
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Figure 10(b). Plots of non-dimensional
damped frequencies o, / »; versus 0

Plots of non-dimensional damped
frequencies o /" versus @ are shown in

Figures 10(a,b) where »? is the undamped
fundamental natural frequency.

5. Test in Practice to Investigate The
Effect of Vibration Reduction

Ben Coc stayed cable bridge designed by
Thang Long Consultant under Thang Long
Construction Corporation was built in 2002.
The bridge has 3 spans, 4m-width, main
girder is made of shape steel 1450, cross
girder is of 1400, cross bracing is of L100x10
and L75x8. Bridge deck is concrete. Design
load is H10 (means traffic flow with the
trucks weigh 10T, distance 4 m/each, and
one heavy truck 13T). Piers are concrete
columns, and two towers are steel frames.
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Figure 11. Damper-cable experiment in
Ben Coc Bridge

Cable characteristic per a strand: Cross
section area-140mm?, weight/1m-1,37 kg
(see Fig.11). Cable acceleration response
without and with dampers are shown in Figs.
12 and 13, respectively.
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Figure 12. Cable acceleration response
without damper

mis

Figure 13. Cable acceleration response
with damper

Table 2.
acceleration
Witz dumper Wit demper

Tot | Semd | Fit | Geod | DO
ey Temeti | MeaTemert | MeasTemerd | Medamemert |:JJ\>:|

Maximum values of cable

il il il i3
CahleMal| 264 159 178 164 0%
[leMo2| 212 208 123 151 nn

Vibration reduction of cable acceleration
is shown in Table 2. It is seen that the
efficiency is about 30%.

6. Conclusion

In recent years, serious efforts have been
undertaken to investigate energy dissipation
systems, such as friction, viscous, tuning
mass or liquid dampers, which are
characterized by a capacity to dissipate
energy when subjected to deformation or
motion. The paper presents shortly some
results obtained recently in the study of
vibration reduction using energy dissipation
devices. The main attention is given to the
following problems:

- Design and manufacture of some
energy dissipation devices. Test in
laboratory to obtain  dynamic
characteristics

- Installation of energy dissipation
devices into real structures. Test in
practice to investigate the effect of
vibration reduction
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An example of illustration is taken about
the vibration reduction of stayed cables using
fluid dampers. The structure and concept for
fluid viscous damper are presented with
numerical and experimental comparison for a
fluid viscous damper. The experiments with
fluid dampers-cables system are carried out
in the Laboratory and on Ben Coc stayed
cable bridge in Hatay province, Vietnam.
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Abstract

The purpose of this work is to design a rubber bushing to reduce vibration of guns mounted
on the vehicle and to improve shooting accuracy. The rubber bushing is intended to be used for
changing the magnitude and mode of gun vibrations. Experimental verification of the
optimization technique, which minimizes the root mean square (RMS) of gun acceleration
frequency response and RMS of the force transmitted frequency response, show that this
method can be implemented on linear systems to isolate the guns from harmonic and random
excitation. This optimization technique is also applied to select stiffness and damping ratio of
rubber bushing. The resulting from half-car gun-vehicle with or without RB model illustrated

the effectiveness of the RB.

Key Words:. rubber bushing, shooting stability, isolation

1. Introduction

Rubber bushings (RB) are used in a large
variety of applications (automotive, buildings
and in rotating machines) in order to reduce
the transmission of mechanical vibrations
from the equipments toward the foundation
as well as to improve stability of equipment.
The isolation is obtained by inserting a
rubber bushing that acts as a link between the
source subsystem and the isolated subsystem.
There are two quantities generally used to
evaluate the effectiveness of an isolation
system: the transmissibility and the power
transmitted (Rivin, 2003).

Gun vibrations lead to dispersion in the
shot patterns. Thus, vibration reduction of a
gun due to impulse of shooting should lead to
improve accuracy (Bulman et al., 1996) and
(Kang et al, 2003). The forces are transmitted
to the foundation upon which the guns are
installed. If the transmission of vibrations to
the foundations is not avoided the adjoining
guns also set to vibrate.

To minimize the forces transmitted to the
foundation can be mounted on springs or
dampers or some other vibration isolation
material such as rubber. Vibration isolation is
measured in terms of the motion or force
transmitted to the foundation. The lesser the
force or motion transmitted the greater the
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vibration isolation (Tamboli, 1999) and
(Jazar et al, 2006).

The aim of this study is the research and
design optimization of rubber bushing to
reduce vibrations due to gun mounted on the
vehicle generation during shooting and to
improve shooting accuracy.

2. Passive RB Model

To study the passive 1 DoF rubber
bushing, a simple model is constructed. It is
composed of a linear spring and damper, as
illustrated in Figure 1. In the literature, this
model is known as the Kelvin -Voigt model

of rubber.
Impressed
force

—

k s

Foundation

Figure 1. The passive 1 DoF RB model

The governing equation can be
determined by considering that the total
forcing on the machine is equal to its mass
multiplied by its acceleration (Newton’s
second law):

M+ cx+ kx = F(t) 1)

where F(t) is impressed force generated by
the gun during shooting.

The design objectives can now be restated
in terms of the above system parameters, the
challenge is to find the optimal linear
stiffness k and damping ¢ which constrain
the displacement of the mass m, measured
by the coordinate X, yet minimize the

transferred force F; (t) criteria due to an
input force F(t) generated by the gun during

N. D. Anh, N. X. Anh, D.V. Diep

shooting. With this linear model, the
principle of superposition permits the study
of the two disturbances; base excitation and
force excitation, independently. In this study,
we only consider force excitation due to
shooting.

It is helpful to nondimensionalise Eqgn.(1),
so that

X+ 20X+ wPx = f(t) )
where

=X pp-FU

2me,” " m m

In the case of forced vibrations, it is
defined as the rating force transmitted to
impress upon the system. It is a measure of
the effectiveness of a rubber bushing.

2.1. Harmonic excitation

For the sake of simplicity, this impressed

force such as a harmonic
excitation f (t)= F, cos(at).
Response in the form
x(t)= X cos(at + ¢) 3)
where
X = i @
ky/ (-1 ) +(2c1 )
4 2 j
=tan! 5
¢ ( Y )

where r = o/ w,

The forces are transmitted to the
foundation through the rubber bushing
provided in the system. Thus the forces
transmitted to the foundation are the spring
force kX and the damping force cwX.
Hence the total force transmitted to the
foundation is the vector sum of kX
andcaX .

Force transmitted
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Fr = (KX ) +(coX )
cor (6)
=kX 14{ j
k

Substituting for X from (4)

o Foy1+ (24 ) 0
V- rf + (e f

Transmissibility ratio

Fr| 1+ (2¢r)

- (8)

Fol  Ja—r) + (e}

Relating displacement of the mass X to
the input magnitude

¢ =

X

©)

2\/ 2§r

A plot of transmissibility ratio is shown
in figure given below.

[
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Figure 2. Transmissibility ratio

Figure 2 illustrates the effect of the
damping ratio and the cost of increased force
transmissibility ratio as the frequency ratio

r>+2.

Optimum stiffness and damping ratio
should be found by examining the response
of the system in the frequency range of 0-20
Hz, a critical range for typical mechanical

143

systems (Alkhatib, Jazar and Golnaraghi,
2006). Given a certain damping ratio and
stiffness, the performance of the system can
be characterized by computing the RMS of
the frequency response over a certain
bandwidth. According to (Inman, 2001),
RMS is a common method of representing a
response in the field of vibration. In this case,
it is representative of the variance of
magnitude of relative motion or acceleration
transmissibility — analogous to the weighted
average amplitude. The definition of the
RMS of function h(e) from @=0-20 Hz is

as follows:

RMS(h(w) \/ O hePde  (10)

Applying equation (10) to the base
excitation, we define

R=RMS(g), force transmissibility RMS

1 =RMS(y), absolute displacement RMS

We obtained a closed form relation for the
local minimum RMS of force transmissibility
given by (11).

GR(Q', a’n) 0

e 09T

n L L L . L L
0 0.2 0.4 0.6 0.5 1 1.2 1.4 1.6 1.8 2

n[kg-mN] m |“'5

Figure 3. The RMS force transmissibility
versus the RMS absolute displacement while
harmonic excitation
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In case, constant amplitude harmonic
force, the RMS of force transmissibility ()
and absolute displacement () are both
functions of { and @, ; thus, for a unique

pair of § and @, a related value of R and
n can be found to illustrate the preceding
results in the R—7plane in Figure 3. Here,

the line of minima represents the optimal
damping ratio which yields the minimum
force transmissibility for a given stiffness or
natural frequency.

2.2. Random excitation

Consider the excitation f(t) is a zero

mean Gaussian stationary process with the
correlation function and spectral density
given, respectively, by

R (t)=(f(t)f(t+7)) (12)

where ( ) denotes the expectation.

St (w):i [Re(r)e“ dz (13)
2,
The mean square value of the

transmissibility ratio and relating
displacement can then be calculated by the
equation

(0)=[", st (@) do (14)

<7/2> = fw S; (a))|;/|2da) (15)

In order to simplify the analysis of
random vibration, we assume that impressed
force is excitation as white noise.

Substituting for ¢ from (8) and (9), we

have

2\ _ o 14(2¢r)
(9} =S1an]”, (1_r2)2+(2§r)2dr (16)

<7/2> a1
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We define the performance measure to be
minimized as follow:

2
Ia:%fz)n (18)

The performance measure |,defined by
Eqgn.(18) represents the ratio of response
(mean square value of transmissibility ratio)
of the gun mass mto the excitation with a
uniform power spectrum S;. Parameter
27, of the denominator in Eqn.(18) is used
to put the performance measure into
dimensionless form, where @, is the natural

frequency of the gun mass.
Substituting for <g¢?>from (14), we
have

1 1+(2)
©oox ‘°°(1—r2)2+(2§r)2

The definite integral of Egn.(19) can be
evaluated by the method of residues. The
performance measure 1 has a minimum

value |, at a pair certain damping ratio
Coptand ryy called optimum damping and

dr (19)

natural frequency. The optimums ¢y and
l'opt are found by the solution of equations:

d (20)
A,
or

To demonstrate the effectiveness of RB,
below presents the survey results on a half-
car gun-vehicle model.

3. Effect of a rubber bushing

To assess the effective vibration reducing
of RB for the gun mounted on the vehicle,
we considered the simple half-car model with
RB and without RB.
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3.1. Gun-vehicle without RB model

Figure 4 illustrates the half-car model of a
gun-vehicle with guns mounted directly on
the vehicle body, in which only two degrees
of freedom are considered. In this model, the
dynamical motion of the wvehicle body
mounted gun in longitudinal plane is
determined. The suspensions are modeled by

linear spring in parallel with viscous
dampers.
Fit)
a1 Ll

J.m

=T 2T

Figure 4. The half gun-vehicle model without
RB

The following equations of motion are
derived for the model using Newton — Euler
method:

(m+ mg)2+ kz +Kz +c4 +
+0% =F(t)
J0+(kz +ag)a - (kz + o) =
=F(t)s +M(t)

(21)

and the constraints are given by
z=z+asinfd~z+ad
z,=z-b'sinfd~z-b.0 (22)
Z~2+a0,Z~2-00

where m is the mass of the vehicle body;

my is the mass of the gun;J"is the mass

moment of inertia for the gun-vehicle body;
k; and k; are the spring stiffness of front/rear
suspensions respectively; ¢ and c,are the

damping coefficients of  front/rear
suspensions respectively; a and b'are the
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distances of the front/rear suspension
locations, with reference to the centre of
gravity of the gun-vehicle body; s'is the
distances of the gun locations, with reference
to the centre of gravity of the gun-vehicle
body; zis the vertical displacement of the
vehicle body at the centre of gravity; & is the
rotary angle of the vehicle body at the centre
of gravity; F(t) and M(t) are the
force/moment due to gun generation during
shooting respectively.

3.1. Gun-vehicle with RB model

Figure 5 illustrates the half-car model of a
gun-vehicle with mounted gun on vehicle
through RB, in which three degrees of
freedom are considered. The RB is modeled
by linear spring kg in parallel with viscous

dampers cg .

M(f) |\ 71
o

R e
2\

Figure 5. The half gun-vehicle model with
RB

M2 +kyZ + ko2 + G +Cy2
—Kylzg - 7)-cqlz, - 5)=0

I0+(kZ +cz)a-(kz +Cz )b+  (23)
+ig(zg - 2+ c4l7g - B)s=M(1)
My, +ky (25— 2)+ 652 - )= F 1)

and the constraints are given by

z=z+asinfd~z+ad
zy=z-bsin@~z-ho (24)
Z3=2-sSinf=z-sd

Z=2+a0,%=2-b0,%=2-30
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where Jis the mass moment of inertia for
the vehicle body; aand bare the distances of
the front/rear suspension locations, with
reference to the centre of gravity of the
vehicle body; sis the distances of the gun
locations, with reference to the centre of
gravity of the vehicle body; zj is the vertical

displacement of the gun. Other symbols same
as in Egns.(21).

Displacement equation of the gun and
rotation of vehicle body are derived by
solving the differential equation system
Eqgns.(21) or Eqns.(23) for the force and
moment due to gun generation during
shooting.

The displacement-time diagram and the
rotation angle-time diagram for PKT
machine gun mounted on the BRDM-2
wheeled armoured fighting vehicle in single
round burst firing condition presented on the
Figures 6, 7 and in 6-rounds burst firing
condition presented on the Figure 8, 9.

Displacement of gun in single round firing condition
0.0025 < X,
N
I L
N AT =

f N -
‘ / W i
{
I[
}
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|

i
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]

\; :
-0.0075 q

-0.0025

Zg[m]

!
-0.0100 ! !
1} 025 0.0 075 1 125 150
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|— With RB Harmowic = — With RE Random — — Without RE|

Figure 6. The displacement in single-round
burst firing condition, with and without RB

It can be seen from the Figure 6,7 that the
response of the displacement of vehicle with
RB when harmonic input or white noise
input is used is compared to the response of
the vehicle without RB. The result of the
vehicle with RB is not significantly better
than the result of the gun-vehicle without
RB. The gun-body displacement is 0.008m
with RB versus 0.012m without RB and the
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rotation of the gun-vehicle is 0.0033rad with
RB versus 0.0028rad without RB.

The rotation angle of gun in single round burst fiting condition.
e
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—oon 4
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Figure 7. The rotation angle in single-round
burst firing condition, with and without RB

Displacement of gun in 6-rounds firing condition
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Figure 8. The displacement in 6-rounds burst
firing condition, with and without RB

The rotation angle of gun in é-rounds burst fiting condition.
f’;-‘;\
o \

\\ i
-0.001 "‘ \ 1‘
-0002 ‘\ 'l

N\ |
-0003 —

8 [rad]

“‘_I
-
-0 4 1
\ /
-0005 \ .
L/
-0.004 —
o 0.is 0.50 075 1 125 130
£[s]
|— With RB Harmonic — ' — With RB Random — — Withaut R3|

Figure 9. The rotation angle in 6-rounds burst
firing condition, with and without RB
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However, It can be seen from the Figure
8,9 that the displacement and the rotation of
the gun mounted on the vehicle had a very
strong reduction. Therefore, the shooting
accuracy is improved. These examples
showed that RB is very effective to improve
shooting accuracy. The displacement of the
gun-body is 0.011m with RB versus 0.0158m
without RB (decreased about 25%) and the
rotation angle of the gun-vehicle is 0.0032rad
with RB versus 0.0057rad without RB
(decreased about 45%).

Effective vibration reducing of the RBs
are designed by harmonic excitation input
and random excitation input are almost
similar.

2. Conclusion

The dynamic response of a rubber
bushing to transient excitations has been
theoretically and experimentally analyzed.
We had to investigate the development of
rubber bushing to improve shooting accuracy
of the gun mounted on vehicle. Finally, the
comparison effectiveness with RB and
without RB when gun mounted on a vehicle
in single-round and six-rounds burst firing. A
feature work may develop an active bushing.
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Abstract

This paper presents a new numerical method: Continous Element Method (CEM) for
vibration analysis of laminated composite beams and plates taking into account the shear
deflection effects. Natural frequencies of composite beams and thick composite plates subjected
to different boundary conditions obtained with this kind of formulation are in close agreement
with finite element solutions. The main advantage is the reduction of the size of the model thus
allowing high precision in the results for a large frequency range and a reduced time of
computing. Numerical examples of different types of laminated composite beams and plates
confirm the advantage of this method.

Key Words: Continuous element method, Dynamic stiffness matrix, Laminated composite, Composite
beam, Composite plate, Dynamic transfer matrix, Vibration analysis

1. Introduction

The Continuous Element Method (CEM)
is a highly efficient way to analyse harmonic
responses of structures made up of many
simple elements. It is based on the dynamic
stiffness matrix [K(w)], which gives exact
relations between forces and displacements
at the ends of a structural element [1]. In the
case of straight beam assemblies, exact
solutions of the equations of motion
according to Euler—Bernoulli assumptions or
the Rayleigh and Timoshenko theories have
been used to develop the dynamic stiffness
matrices [1], [4], [6], [11], [12]. The
calculation of the dynamic stiffness matrix
for curved beams is based on an integration
of the equations of motion [5]. With the same
approach, a metal axisymmetric cylindrical

shell element with shear effects has been
developed [3]. Metal plate’s continuous
elements are also developed [7]. For this kind
of elements, the solution of the equations of
motion is  theoretically  unattainable.
Nevertheless, a dynamic stiffness matrix has
been built from series expansion for plate of
Mindlin [3]

The composite beam and plate members
have been increasingly used over the past
few decades in the fields of aerospace, civil
and mechanical engineering due to their
excellent engineering features. The increased
use of laminated composite beams and plates
requires a better understanding of vibration
characteristics of these structures.

The main objective of this paper,
therefore, is to obtain the dynamic stiffness
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matrix in order to determine natural
frequencies for symmetric laminated beams
and for anti-symmetric angle-ply laminated
plates which take into account both the
rotatory inertia and shear deformations
effects.

2. Theory of laminated composite

Consider a plate of total thickness h
composed of N orthotropic layers. The

. . . . k k k
principal material coordinates (X1 ,XZ,X3)

of the k™ lamina oriented at an angle 6, to the
laminate coordinate x.

2.1. Lamina reduced stiffnesses

The plane stress-reduced stiffness are
calculated from the engineering constants of
the k™ layer:

E v, E
Q11 — 1 , le — 122 ,
1-v0,, 1-v0,,
sz:1 ’Q66 Glsz44 Gz3’Q55 Gl3
~UpUy;

2.1.1)

=2, - kl

Fig. 1 Coordinate system and layer
numbering for a laminated plate.

These coefficients are modified for the
laminate coordinates (X,y,z) as:

Q_11 = QHCOS49 + 2(Q12 + 2Q66) Sil’l2 60052 0+ sz Sil’l4 0

-4Q,,)sin’ Ocos’ 0+Q,,(sin* 0+ cos* 0)

-Q,, +2Q,,)sin’ 0cos O

Q_12 = (Qll + Q22

Q_22 =Q,,sin* 0+2(Q,, +2Q,,)sin’ Ocos’ 0+Q,, cos* 0
Q_16 =(Q,, —Q,; —2Q¢)sin 6 cos’ 6+ Q,

Qy =(Q;;, —Q, —2Q) sin’ Bcos 6 + Q,

Qy =(Q,, +Q,, —2Q,,
Q,, =Q,, cos’0+Q,, sin> 0
Q,; =(Qy —Q,,)sinOcos O
Q.. =Q. cos*H+Q,, sin 0

2.2. Laminate Constitutive Equations

The constitutive equations of the laminate
can be expressed in terms of strains as
follows

-Q,, +2Q,,)sinOcos’ 0
-2Q,,)sin* Bcos” 0+Q,,(sin* 0 +cos* 0)

(2.1.2)
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N A, A, Ag B, B, B, |[ef
Ny A, Ay Ay By By By 85/(;)
ny _ A Ay Ag By By Bg YS;)
M B, B, B, D, D, Dy ||ey,
M,, B, By By Dy, Dy Dy 85/1;
Mxy _BIG By Bes Dis Dy D66_ V(xly)
w
Qy}z A Aﬁ} PV
’{QX A A, o
oy

N
Aij :gQijk)(ZkH _Zk)

where: k=1 ,

(A441A451A55)
N —k) =) =k
[QM !Q45 sts j(zkﬂ_zk)

k=1

1 & —=w
Bij :*ZQU (Zi-ﬂ

k=1

2
_Zk)

b
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_ Zi ) (2.2.2)

Ajj: Extensional stiffnesses, Bj;: Bending-
extentional  stiffnesses, Dj:  Bending-
stiffnesses

1 & —mw
Dij = 72Qij (Ziﬂ

k=1

3. Continuous element method for
vibration analysis of laminated
composite beams

3.1. Governing equations

In this research, the bending vibration of
symmetrically laminated beams is examined
using the Classical Laminated Plate Theory
(CLPT) [11]. Assume that: M,y = My, =
0 and the Ilaminated beam under
consideration is long enough to make the
effects of the Poisson ratio and shear
coupling on the deflection negligible. Then
the transverse deflection will be a function of
coordinate x (along the length of the beam)

and time t: W, =W, (X, t)

A

a

\ 4

Fig.2 Geometry of a laminated composite beam.

The equation of motion for symmetrically
laminated long beams can be written as [11]:

B O (o, 0w, )| = 0w, B o'w,

2 Exx 2 _IO 2 2 2.2

0x Yoox ot ox’ot
(3.1.1)

Here: D!, =(D,,D,, —D,,D,, )/det(D)

» 12 b _bh’
M=bM,_, Q=bQ Exx—hsD;]—IwDa, L=
(3.1.2)
o°w oM
M(x)=-E" 1 0Q=—-
(x)=-ELL, 5 Q==
(p:awo

h/2
f,=bl, 1,=bl, L=b]p@d (=012

—h/2

where b is the width and h is the total
thickness of the laminate.

The boundary conditions are of the forms:
+ Clamped:

dw,
W, =

dx
+ Free:

dM
=—=0
Q dx

=0

M=0
(3.1.3)

+ Smply supported:

w, =0 M=0
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3.2. Analytical solution for vibration of The general solution of (3.2.3) is:

symmetrical laminated beams W(x) = ¢, sinAx + ¢, cosAX + ¢, sinh ux + ¢, cosh ux

For natural vibration, the solution is (3.2.4)
dtob iodic: )
assumed to be periodic With:

(=W ot '=\/-_1
W, (x,1) = W(x)e 1 Gan e i(q#ﬁ), u=\/21p(—q+M)

By introducing (3.2.1), the governing (3.2.5)
equation (3.1.1) reduces to:

where ¢, ¢y, ¢3 and c4 are constants, which
42w are to be determined using the boundary

d‘w o
conditions.

EVIL, e I,W-o’l,

i

X dx* (322

3.3.D ic st trix [K
Equation (3.2.2) has the general form: ynamic stiffness matrix [K(w)]

In order to construct the dynamic stiffness

P d*w +q d*w W =0 matrix [K(w)], ﬁr.St the  bending
dx* dx? (3.2.3) displacements and rotation angles have to be
o expressed at the two ends of the beam (x=0
where: and x=a). Then, the relation between the
b 5 5 displacement vector and the vector of
pP= Exxlyy s q= Iz s r=o Io constants is written in the matrix form as:
W -0 0 1 0 1 C, C,
Weeay | | sin(ra) cos(ha) sinh(ua) cosh(pa) |jc,| [A] c,
P (x=0) A 0 [ 0 C; C; (3:3.1)
O (x-a) rcos(ra) —Asin(ia) pcosh(ua) psinh(ua) ||c, C,

Secondly, another relation between the vector of resultant forces and moments and the vector
of constants will be constructed:

Qux-0y -\ 0 u’ 0 C, C,
Qx-ay _ 1 -A cos(ha) A’sin(ha) p’cosh(ua) p’sinh(ua) ||c, _[e c, (332)
M()(:()) D;kl 0 -2 0 uz C; C,
M (x_a) —-) sin(Aa) —A* cos(ra) u’sinh(ua) p’ cosh(ua) |(c, c,
By eliminating the constants’ vector, the 0 W
dynamic stiffness matrix will be determined (x=0) (x=0)
as: Qe _ [K(O)) W
-1 M, _ O,
[K(@)]=[B] [A] (3.3.3) (x=0) x=0)
M(x:a) (P(x:a)
Based on [K(w)], the natural frequencies (3.3.4)

of the laminated composite beam will be
calculated. This matrix relates the vector of 4. Continuous element method for
tflcl’rces i‘nd r?‘zll,nerllts resulttant f‘ii On‘:hend tg vibration analysis of laminated
e vector of displacements of the other en composite plates
of the beam.
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4.1. Strong formulation

Let consider a rectangular anti-symmetric
angle-ply plate with two opposite edges
simply supported while the remaining edges
have any combination of free, clamped and
simply supported boundary conditions. Fig.
4.1.1. describes the coordinates system,
dimensions and displacements of plate.

VAR i

rd

¥

Fig. 3 An anti-symmetric angle-ply plate
with two opposite edges simply supported.

The plate’s model of Continuous Element
Method will be constructed using the First
Order Shear Deformation Theory (FSDT)
[11]. The Ilaminates exhibit twisting-
extensional coupling, and the differential
equations associated with the FSDT take the
form:

aNxx aNX)’ azuO
+ =ly——»
x oy at
oM 2
%_'_J_Qx — IZ a (I;x
ox oy ot
N oN v, (4.1.1)

LA s A
0

ox Oy ot?
oM, oM %0

X4 wo_ =1
ox oy Q ot

oQ, N oQ, 1 o’w,

ox  dy ° ot

y

where the stress resultants can be expressed
in terms of displacements by:

Ny, :All%+All%+Bl6 6¢X +%)

6% dy X
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ou v, e
Alzio +A2270 +826(a(|) +7}’)

)’Y: ax ay ay

N, :A“(%+%)+B166¢X+B s
y ay ax

N

ox
x 26 oy
Myy:BZG(%—’_%)_i_DU%-’_DZZ%
dy X ox o

ow, ow,
Qx:KAssgo'be Qy:KA4470+¢y

oy
Mxx :B16(%+%)+Dll ad)x +DIZ%
dy X ox oy

y

M, = BIG% + Bze% + Des(a(l)x +%)
i 1) O0x oy Ox

(4.1.2)

where Kk is the shear correction coefficient
(k=5/6).

The different boundary conditions are

defined by:

- Simply supported (SS) at edges y=0, b:
VQZW():(I)X:Myy:NXy:O (413)
- Simply supported (SS) at edges y=0, a:
U =wo=¢y =My =Ny, =0 (4.1.4)
- Free (F) at edges x =0, a:

Ny =Ny=Q,=My=My=0 (4.1.5)
- Clamped (C) at edges x =0, a:

W=Vo=wWo=¢x =y =0 (4.1.6)
For applying the Lévy type solution

procedure, the following representation is
used:

u,(x,y) = > u, (x)cos oy
m=1
N, (xy) =N, ()sinay
m=I
v, (X,y) =D v, (X)sinay
m=I1

ny (X9 Y) = Z nym (X) Sln a’y

m=1

w_ (X,y)= iwm(x)sinay

m=1

Q.(x,y)=3.Q..(x)sinay
= (4.1.7)
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b.(x,y) = il@xm(x)sin ay

Mxx (X’ Y) = i Mxxm (X) Sln a‘y

m=1

0, (x,y) = Zwym<x)cos ay

Mxy (Xﬁ y) = ;Mxym (X) COos a‘y

where: a=mmn/b

The VeCtOI' {y}mT = {ulm Vlm Wma (me, (Pym:
Nixm> Nyym, Qxm> Mixms Miygm}  is called state-
solution vector.

First, the forces and moments resultant
Nyy, Qy,Myy, will be expressed as functions of
the state-solution vector. Then, by replacing
(4.1.7) in equations (4.1.1) and (4.1.2), a
system of ordinary differential equations in
the x-coordinate, after some elementary
algebraic manipulation, can be expressed as:

d:Xm “IN L —3sM
+(ByJd, —ApJV,0

d(;/Xm :J4nym_J5Mxxm
-(D,,J; _826‘]4)(pymum0“2

dw,  Q,,

dx KA, "

d
2o _ g N+ I M

XXm

dx
+(D,,Jd4 - BZéJS)(pyma’
doyn,
dT:_Jszxm +‘J3Mxym
_(BZ6J3 - AIZJZ)Vma_(pxma’
dN
= —1,0’u, =N o
dx
dN,,, 5
d =-l,0°v, +(A,J, -ByJ,)N,a
X

+(2AIZB26‘J2 _J1A122 - B226‘J3
+ A22A11J1 _AlzBlb‘]z)Vmaz
+J2(A11 _Alz)MxymOL

(4.1.8)

dg;m =—1,0°wW, +a’kA, W,
+kA440c(pyxm
d'\g;xm =—1,0’Q +Quy +aM xym
dM.,, ,
o - +(29:By Dy, -

ByJ, —JsDp A, + Dzz)OL2
+kA oy, +kA aw,,
+o(D,,J; _826J4)nym
+a(BZ6JS _D12‘]6)Mxxm

With:
_ Dgs _ Bis
1 A11D66 - Blz6 T A11D66 - Blz6 1
A oy By
’ A11D66 - 8125 Y A66 D11 - 8126 ,
J, = Bis = Ags ~
A66Dll _Blé A66Dll _Bm

(4.1.9)

Equation (4.1.8) is written in the matrix
form for each mode m:

diy},
o [Al.{Y}n

where [A]n, is a 10x10 matrix.

(4.1.10)

A formal solution of equation (4.1.10) is
given by:

_ [Aln
{y}, =Ce (4.1.11)

Here C is the constant calculated from the
boundary conditions.

4.2. Dynamic transfer matrix, dynamic
stiffness matrix [K(w)]

The state vector solution will be
expressed at the two edges of the plate: x =0
and x = a, yields:

Atx=0: {y(0)} =Ce!*"’ 4.2.1)
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Atx=a: {Y(a)}m =Ce™ (4.2.2)

The elimination of C from (4.2.1) and
(4.2.2) gives:

y@), = "*{y(0)}, (4.2.3)

The dynamic transfer matrix [T],, is given
b

y:
[T]m =t (4.2.4)

Then [T],, is separated into four blocks:

nfi ¥
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[K ( (D)] _ - Tl;l T11 TI;I :|
" T21 - T22T1;1 T11 Tzz Tl;l m
(4.2.6)

For the determination of the natural
frequencies, the determinant of the dynamic
stiffness matrix [K(w)], must be set to zero.

5. Numerical results

In order to wvalidate the continuous
element method, various examples will be
presented for vibration analysis of laminated
beams and plates. Beams and plates are
calculated using tree materials with

S (4.2.5)  following properties:
Finally, the dynamic stiffness matrix
[K(®)]i 1s determined by:
Table 1. Materials used for the validation of CEM.
Material E1 E2 Vi2 G12 G23 G13 P
(GPa) (GPa) (GPa) (GPa) (GPa) (Kg/m®)

Mat. 1 25E, 6.895 0.25 0.5E, 0.2E, 0.5E, 1300.00
Mat. 2 144.8 9.65 0.3 4.14 3.45 4.14 1389.23
Mat. 3 40E, 9.65 0.25 0.6E, 0.5E, 0.6E, 1389.23

5.1. Vibration analysis of symmetrical
laminated composite beam

First, the solution by this method is
compared to the analytical solutions of
Reddy [11] (Tab. 2) for different lamination
schemes, the results are very closes (error
under 3%). Material 1 is used, h=0.016 m, b
=0.8 m, a’/h = 100.

Secondly, the natural frequencies of
clamped-clamped AS4/3501(0°/90°)
Graphite/Epoxy beams calculated by Finite
Element (ANSYS) using SHELL99 element
and by Continuous Element Method are

shown in Tab. 3. Here, Mat 2 is used, b = 0.8
m, L =20xb, h=0.01 m.

The computing time of natural
frequencies for clamped-clamped
AS4/3501(0°/90°)s Graphite/Epoxy beams is
presented in Tab. 4.

The natural frequencies of free-free
(0°/90°); laminated Graphite/Epoxy beams
and the computing time are shown in Tab. 5
and Tab. 6 respectively.

The natural frequencies of free-free (45°/-
45°), laminated Graphite/Epoxy beams and
the computing time are shown in Tab. 7 and
Tab. 8 respectively. The material is Mat 1, b
=0.8 m, L=20xb, h=0.01 m.

Table 2. Nondimentionalized fundamental frequencies of clamped-clamped laminated beams,

o=0a’y/I,/E,h’.

Laminate Reddy[11] CEM (1 element) Error
(0/90°), 5.455 5.398 1.05%
(90%/0), 2.326 2.256 3.00%

(45°/-45%), 1.535 1.534 0.07%
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Table 3. Natural frequencies of clamped-clamped (0°/90°); Graphite/Epoxy beams (Hz).

Mode ANSYS (20x1) ANSYS (640x1) CEM (1 element) Error
1 7.1372 7.1897 7.3211 1.81%
2 9.4869 9.5703 9.7085 1.42%
3 15.194 15.348 15.9155 3.90%
225 - 1359.8 1360 0.02%
226 - - 1377 -
227 - 1385.8 1394 0.60%
228 - 1411.9 1411 0.06%
229 - - 1428 -
230 - - 1445 -
231 - 1464.7 1462 0.18%
Table 4. Computing time for clamped-clamped (0°/90°), laminated Graphite/Epoxy beams.
ANSYS (20x1) ANSYS (640x1) CEM (1 element)
ls 10 s 3s
Table 5. Natural frequencies of free-free (0°/90°); laminated Graphite/Epoxy beams (Hz).
Mode ANSYS (20x1) ANSYS (640x1) CEM (1 element) Error
1 7.1372 7.1897 7.3211 1.81%
2 9.4869 9.5703 9.7085 1.42%
3 15.194 15.348 15.9155 3.9%
228 - 1411.9 1411 0.06%
229 - - 1428 -
230 - - 1445 -
231 - 1464.7 1462 0.18%
Table 6. Computing time for free-free laminated (0°/90°), Graphite/Epoxy beams.
ANSYS (20x1) ANSYS (640x1) CEM (1 element)
3s 12's 4s
Table 7. Natural frequencies of free-free (45°/-45°/-45°/45°) laminated beams (Hz).
Mode ANSYS (20x1) ANSYS (640x1) Continuous element Error
1 7.628 7.1276 7.3021 2.40%
2 9.307 8.4210 8.7535 3.80%
3 10.034 9.8172 10.1859 3.60%
4 11.303 11.329 11.6183 2.40%

63 - 779.25 770.469 1.13%
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64 - - 783.202 -
65 - - 799.117 -
66 - 814.352 808.663 0.70%

Table 8. Computing time for free-free (45°/-45°/-45°/45°) laminated beam.

ANSYS (20x1)

ANSYS (640x1)

CEM (1 element)

ls

8s 2s

The natural frequencies of the beam
depend on the lamination scheme and
boundary conditions. Results obtained by
Continuous element method are close
agreement to those obtained by Reddy [11]
and by Finite Element method in low
frequencies. Differences are remarked at the
medium and high frequencies (Table 3, 5, 7).
In this domain, the precision of the finite
element model depends on the meshing of
the structure meanwhile the continuous
element method works without difficulties.
By using the minimum of meshing (only one
element in this case), the gain in computing

time and in data storage of the continuous
element method is important.

5.2. Vibration analysis of anti-symmetric
laminated plate with two opposite edges
simply supported

Based on the dynamic stiffness matrix
[K(w)], examples of the supported-free-
supported-free (SFSF) plates with different
materials, angles and number of layers are
presented in order to validate the continuous
element method. Results obtained are
compared to those of Reddy [11] (Mat. 3 is
used, h;=h,=0.0127m, a/h = 10).

Table 9. Nondimentionalized fundamental frequencies of SFSF (6/-0) laminated plate,

o=wa’\[p/E, /h.

o° Number of layers Reddy [11] Frequency Errors (%)
30 2 FSDT 6.95 5.82
CLPT 7.58 2.71
CEM (m=1+3) 7.38
45 2 FSDT 4.76 0.42
CLPT 5.12 7.11
CEM (m=1+3) 4.77
60 2 FSDT 3.33 1.83
CLPT 3.47 6.12
CEM (m=1+3) 3.27

Natural frequencies and calculating time
for SFSF (45°/-45°/45°/-45°) laminated plate
are presented in Table 12 and Table 13
respectively. Mat. 2 is used, hy=h,=h; = hy
=0.00635 m, h/a=0.1

Throughs different cases, the advantages
of the continuous element method are
confirmed. From the analytical solution of

Then, results will be compared to the
calculations by Finite Element Method
(ANSYS) using the SHELL99 element.

Table 10 and Table 11 show the natural
frequencies and the computing time of the
SFSF  (45°/-45°) laminated plate with
following properties: Mat. 2, h; = h,=0.0127
m, h/a=0.1
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plate’s differential equations and Lévy series,
the responses obtained are more accuracy.
Vibration modes are found (Table 10, mode
229, 230 or Table 12, Mode 11) by
Continuous Element method but not by the
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Finite Element one. By using only one
continuous element of plate, the calculating
times are also reduced, especially for
medium or high frequencies.

Table 10. Natural frequencies of SFSF (45°/-45°) laminated composite plate (Hz)

Mode ANSYS ANSYS (100x100) CEM (m=1+3) Error
(20x20)
1 1338.8 1337.8 1386.24 3.62%
3313.9 33104 3315.68 0.16%
3 5822.4 5808.1 5798.49 0.17%
10 8645.3 8597.8 8604.55 0.08%
11 - - 9365.63 -
12 - - 10092.3 -
13 11752 11634 11609.5 0.22%
Table 11. Computing time for SFSF (45°/-45°) laminated plate.
ANSYS (20x20) ANSYS CEM (m=1+3)
(100x100)
20 s 6950 s 15s

Table 12. Natural frequencies of SFSF (45°/-45°/45°/-45°) laminated plate (Hz)

Mode ANSYS (10 x10) ANSYS (20 x20) CE (m=1+3) Errors
1 1610.4 1609.0 1601 0.5%
2 3836.6 3832.8 3852 0.5%
3 4285.3 4285.2 4305 0.5%
4 4805.9 4805.8 5051 4.85%
10 9548.4 9501.8 9479 0.24%
11 10366 .....
12 12719 12594 12540 0.43%
Table 13. Computing time for SFSF (45°/-45°/45°/-45°) laminated plate.
ANSYS (20x20) ANSYS CEM (m=1+3)
(100x100)
25s 7280 s 18 s

6. Conclusions

An efficient approach to investigate the
vibration of laminated composite beams and

plates is presented. The continuous element
method has been successfuly used to develop
the dynamic stiffness matrix for symmetric
laminated beams and anti-symmetric angle-
ply laminated plates taking into account
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rotatory inertia and shear deflection effects.
Natural frequencies obtained with this kind
of formulation are in close agreement with
finite element solutions and with analytical
methods. The main advantage is the
reduction of the size of the model thus
allowing high precision in the results for a
large frequency range. The next research
concerns the introduction of coupling effects
with fluid or other kinds of structural
elements such as laminated composite shells
or structures with stiffnesses.
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Abstract

In this paper, the well-known upwind scheme of Van Leer for hyperbolic equations are programmed
and tested to solve the two dimensional Saint Venant (or shallow water) equations. We consider
unstructured meshes and Van Leer’s well-known upwind scheme to obtain a suitable result in point of
view practice. The source term involving the gradient of topography is upwind in a similar way as the
flux term. The resulting schemes are compared in term of conservation property. For the time
discretization we consider both explicit and implicit schemes. Finally we present the numerical schemes.
Finally we present the numerical result for some well know test case.
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well balanced scheme schema. Many

1. Introduction: numerical methods (e.g., fractional step

Conservation laws with source terms
often have steady states in which the flux
gradients are nonzero but exactly balanced
by the source terms. If the difficulties
concern to aspect partially conservative of
the system is now totally resolve - It appear
another question more recurrent the: notion
of equilibrium and well balanced scheme
schema. This is the main subject of majority
of publications devoted to Saint-Venant in
the last ten years. This question is related to
the presence in the system Saint-Venant, a
topographic source term has already
proposed in the late 80s and was resolved in
the mid 90s to the notion of equilibrium and

methods) have difficulty preserving such
steady states and cannot accurately calculate
small perturbations of such states. So many
researches have been realized to overcome
this problem.

In 1993, Bermudez and Vazquez, who
work in Spain, Europe proposed a method to
make compatible the discretization of the
terms of flux and source terms in case linear.
From a classical scheme of Roe, it is to
extend the concept of up winding source
terms in the projecting the eigenvectors of
the Jacobean matrix of the flow. They get
together for the preservation of the balance
water at rest. This work has been extended to
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two-dimensional case and the method has
been applied to the treatment of friction term.

At same time, on the other side of the
Atlantic, in USA, R.J. LeVeque has also
researched the issue of numerical treatment
of source terms in hyperbolic conservation
laws for many years. From 1990, he was
interested in the case of conservation laws
scalar in the presence of chemical reactions
and showed that the methods classics were
not satisfactory in the presence of stiff source
terms. His interest in the Saint-Venant
equations is more recent. Following the work
done in homogeneous, he proposed an
adaptation to non-homogeneous case: the
expression of flux, the conventional variables
means cell are replaced by variables
reconstructed so as to preserve the
equilibrium. This leads to modified Riemann
problems at the cell edges in which the jump
now corresponds to perturbations from the
steady state. His research for the general case
where function flux is non linear

It is surprised that although two auteurs
in difference place developed their own
difference approached method but they
obtained the same result in case linear.

2. Godunov method

This paper deals with the numerical
solution of 1D Shallow Water Equations for
channels with variable depth and width.
These equations for channels of rectangular
cross-section are a couple of conservation
laws linking the depth h and the discharge q,
which in condensate form read as follows

ow o
—+—FW)=G(x,W (1)
% o W) =G(x, W)
h h) .
where W = = is the unknown,
hu q
while F is the flux function
. (2)
h 2
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Also G is the source term that arises due to
variable depth of channel. This is define by

0
G(x, W) :{gh azj (3)
Ox

where Z is a function which describes the
bottom of the channel.
Let W, =W/ denote cell averages at time ¢,

and let W =Ww""be the updated cell
averages at times . (We

superscripts since all the methods discussed
are one-step methods and other superscripts
will be needed below). Godunov’s method
for the homogeneous conservation law (2) is
derived by viewing the data at time ¢, as

suppress

defining a piecewise constant function with
value W, in the i th cell and jump

discontinuities at the cell interfaces X, as

,1/2 >
shown in Fig. la. Solving the Riemann
problems at the interfaces gives rise to waves
propagating in the x-t plane, as indicated in
Fig. 1b.

W

i-1

Xi+1/2

Xi_y2 Xisy2
(b)

Figure. 1. (a) Data in two adjacent grid cells,
viewed as defining a piecewise constant
function for Godunov’s method.

(b) Structure of the solution to the resulting
Riemann problems, as seen in the x-t plane.
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If VV:I/Z denotes the value of the Riemann

solution along the interface x,_,fort>7,,

then Godunov’s method can be written as

W, =W, - - (F O ) - Fwc,.)
+ AtG(WiiIIZ’Wi:I/Z) 4)

= W, —%(A+AWH/2 - A_Awm/z)

+AtG (Wiiuz 'Wi:1/2 )

where G is the numerical source term and the
function @, the numerical flux, the notation of
flux splitting is used for flux differences

A+AW:‘—1/2 :F(VVi)_F(Wiil/Z)
A AW, :F(Wil/Z)_F(W’)

I 1

)

Note, however, that the notation has been
modified here to use i—1/2 as the index for

the interface between cells i-/ and i (rather
than using i for this index). In this paper it
will be important to make distinctions
between edge values and cell-centered
values.

Solving the Riemann problem at x,,

gives a flux difference splitting
F(Wi)_ F(VVi—l ) = A_AVV:'—I/2 + A+AW,’—1/2 (6)

The right-going portion  A"AW,,,
modifies the cell average W, while the left-
going portion A’AW,,_I/Zmodiﬁes the cell
average W, , .

Often this splitting is accomplished by
decomposing the jump W, —W,, into a set
VVifl/z

speeds A/, , for p=12,..,M, , where

of  waves propagating  with

M, is the number of waves (typically equal

to the dimension of the system). Then we
have

W,-W._ = z VVii/z (7

M,
p=l

While the Rankine-Hugoniot condition
across each wave results in

MW

F(Wz ) - F(WH ) = Z /11{1/2 -W;fl/z
p=1

The simplest example is a constant
coefficient linear system, F' (W)=A.W in

which case the waves are eigenvectors of A
with the wave speeds being the
corresponding eigenvalues. For a nonlinear
system such as the shallow water equations,
the physical waves are typically shocks or
rarefaction waves, but a Roe and Van Leer
linearization are used so that the waves and
speeds are eigenvectors of an average

Jacobian matrix Ai_l/2 determined by
Q. and Q,. The flux difference splitting is
then given by:

My

AAW, ), =) (/1,’11/2 )7-W,-f’1/z
=1
v
A+AWI-_1/2 = z (/,{’117—1/2) 'VI/i_pl/z
p=1

where, 1" =max(1,0), 4 =min(4,0). Only
this flux difference splitting is needed for
Godunov’s method, but the individual waves
and speeds, coupled with nonlinear limiters,
are used further to define second-order
correction terms in the high-resolution
methods

The flux function F can be written as F
(W) =A (W) W, matrix A is diagonalizable
if h> 0, concretly 4 = XAX ™", where

A:(l‘ Oj’ﬂ’lz%_@’

0 4

1 1
zﬁ%—Jg_h,X:[ j (8)

A A

This  naturally yields the  flux
FW)=F"W)+F (W)

decomposition
where
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F-W)y=A"W)W,
with A" (W)= X.A" A 9)

ond A = max(ﬂ1 ,O) 0 ’
0 max(4,,0)

_ min(4,,0) 0
A _( 0 min(/lz,O)j (10

In accordance with this decomposition,
the flux-splitting schemes are built from
numerical flux functions of the form

pUV)Y=¢"(U,V)+¢ (U,V) (11)
with

o (U,V)=B,U,"NU,

o (U,V)=B,(U,V)V (10)

where B; and B, are 2 x 2 matrices that
should be specified for each actual scheme.
¢ and ¢ respectively represent up winding
to the left and to the right.

A consistent scheme for the homogeneous
equation is obtained if B1 and B2 verify

F'(W) =B (WW)W,
F (W) = By(W,W)W (12)

The schemes of Steger-Warming and
Vijayasundaram, are defined respectively by
Bi(U, V)=A"(U), ByU, V)=A (V) and
Bi(U,V)=A"(U+V)/2),ByU,V)=A"
(U +V)/2).

3. Treatment term source of Bermudez
and Vazquez.

In this section we construct the numerical
source function associated to the schemes.
The construction of G must reflect an up
winding of the source term according to the
construction of the numerical flux function.
In this case, matrices of re-scaling must be
introduced, with the aim of achieving the
condition of enhanced  consistency.
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Following this idea we start from the
following expression:

G=A-A"G :[A+A+A—AJ~A1 -G
2 2 2 2

:%(G+\A\.A’IG)+%(G—\A\.A"G)

G Gg
(13)
For the sake of brevity we only define the
numerical source functions corresponding to:

G(Xizps Xi s Xios Wi, Wi, W)

=%(Gi,L +Gi,UL)+%(Gi,R +Giur

i+17

(14
)

with the following definition for (G);r, (G)ig,
(@i and (G); ur-

G = {g (hi—l + hi)O (Zi —Zi, )J’

2 AX

0
Gi,R ={g (hi +hi+1) (Zm _Zi)J (17)
2 AX

We define (G);yL and (G); ur as

Giu ZiHA(WH/z}Ail (Wi—llz)
0 (18)
[g(hi_l;hi)-(zi -Zi, )J]
1

Giur = E UA(WiH/z}'ACI (Wi+l/2)

0 (19)
[QW-(ZM -Z; )]:l

2

Beside this definition for (G)ir, (G)ig,
(G)ioe and (G)iur , we have also some
definition of Steger Warming and
Vijayasundaram.

Steger Warming:
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2 Ax

0
Gi,L = (g (hi—l + hi) (Zi _Zi—l )]’

2 Ax
We define (G);y. and (G);yr by

Guan :;X[A(wixA-l[WH;VVij[g .+ “').zi]—

0
Gi,R = (g (hi + hi+1) (Zi+l — Zi)} (15)

2
-|AWw,, ]A-I[Wpl;wi J[g (h|12+0h, ) -Zi_lﬂ
(16)
0
Guun =A1X[A(vv.+,1A'[W';ij[g xS m)_zm]
S W+ Wiy, +O
_‘A(WJA ( P j[g(hi 2hi+1)_zl}‘|
(17)
Vijayasundaram:
0
G, :{ (hm +hi) (Zi - Zil)}
ST &
0
Gir :( (hi +hi+1) (Zi+1 _Zi)] (17
ST T A
where by /., represent (hj +h, )/ 2. We
define (G);uL and (G); ur as
1 4
Giu :EUA(WFIIZ}A (Wi—llz)
. (18)
(g(hil;hi)-(zi —Zy )J]
1 a
Giur :EUA(\NMM]A (Wm/z)
. (19)
[g(hi-;h“)-(zm -Z )Il

4. Treatment source term of R. J.
Leveque

Godunov’s method and the wave-
propagation algorithm are based on viewing
the finite volume cell average in each time
step as defining a piecewise constant function

with constant value W, in the i th grid cell.
Solving the Riemann problem between W,

and W, at a cell interface gives a set of waves

which affect both of the cell averages over
the next time step.

The basic idea explored here is to
introduce a new discontinuity in the center of
each grid cell at the start of each time step,

with value W™ on the left half of the cell and

W' on the right half. These values are
chosen so that

S aw)-mw o)

and also, if possible, that
F:)-Fw)=y.x)ae @

i 2770

The condition (20) guarantees that the cell
average is unchanged by the modification,
while (21), if satisfied, means that the waves
resulting from solving the Riemann problem
at this new discontinuity will exactly cancel
the effect of the source term in this cell.
Hence it is not necessary to solve this newly
introduced Riemann problem or deal with the
resulting waves in the algorithm, nor is it
necessary to apply the source term any
longer. By ignoring both, we respect the
steady state balance inherent in the
equations. (Note that (5) is a discrete version

of F(W), =y )

We must still solve Riemann problems at
the cell interfaces, but these are now between
modified states W, and W rather than

1

between W, and W, (see Fig. 2). If the

1

solution is quasi-steady then W, =W,
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(whereas W, and W,_, might have had a

large jump between them if the steady state
solution has rapid spatial variation, leading to
“strong” waves in the Riemann solution). By

solving the Riemann problem between W,

and W' we are working directly with the

perturbations from steady state, as desired.
The resulting “weak” waves modify the cell
averages by small amounts corresponding
directly to the dynamic perturbations, rather
than making larger changes based on strong
waves which must later be undone by the
source terms. By contrast, in a fractional step
approach the limiters are applied to the
strong waves coming from the original data,
and if these are rapidly varying then the
limiting procedure can lead to a complete
corruption of the small amplitude
perturbations of interest.

In this paper the shallow water equations
(in one and two dimensions) will be used as
an example. The shallow water equations
have the advantage of being a relatively
simple system where the ideas are easy to
explain and interpret physically. With this
example it is also possible to put in any
reasonable bottom topography and have a
physically meaningful test problem, which is
not the case with gravitational source terms,
for example, where only certain forms of the
source term make sense. Hence the approach
can be subjected to a wider variety of tests.
The shallow water equations with bottom
topography are also extremely important in
their own right.

Modifications for source terms.

Now suppose we replace the constant
value W, in Fig. 1 by two values W, and

W with a jump at the cell center, as shown

in Fig. 2a. If W." and W." are chosen as

WS =W,-§,

1 1 (22)
W) =W, +6
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for some vector &, , then (4) will be satisfied

and total mass will be preserved. If we now
apply the idea of Godunov’s method,
advancing forward in time for this piecewise
constant data, we obtain the x-t structure
sh0w1|1 in Fig. 2b.

Wi,

Wi,

Xioi2 Xt
(b)

Figure 2. (a) The same data in two adjacent
grid cells as in Fig. 1, after introducing a
jump — in the center of each grid cell for the
quasi-steady method. (b) Structure of the
solution to the resulting Riemann problems,
as seen in the x-t plane.

In addition to the Riemann problems at
the cell edges, there is a Riemann problem to
be solved at the cell center which also leads
to a set of waves. For a sufficiently small
time step At (small enough that the Courant
number is less than 1/2), the waves remain
entirely within the i th cell. The cell average
is now updated by the incoming waves from
each cell edge, as before, and also by all the
waves from the Riemann problem at the cell
center, since they all remain in this cell. As a
result, we do not need to actually solve this
Riemann problem to split the flux difference
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F (W.+ )— F (Wf) into left-going and right-

going pieces, since both will be used to
update the cell average. If we now denote the
flux difference splitting at the cell interfaces
by A"AQ, ,, (incoming waves from the left
edge, arising from solving the Riemann
problem between O, and O, AAQ,,,

(incoming waves from the right edge), then
the full update formula is now

W, =W, - %(A*AVVH/Z - A7Avvi+1/2)
At + -
- E(F (Wi )_ F (Wi ))
(23)

The tildes on AA VIN/Z._I »and

A_AI/IN/LI/2 serve as a reminder that the flux-

difference splitting is now based on modified
data W', and W~

Now suppose there is a source term
l//(q,x) in the equation, giving (1). Then a
simple first order unsplit method results from
taking the Godunov update (11) and also
adding  in At.l//( l.,xl.)the
contribution over time A¢ . Adding this to
(11) results in

source

W, =W, - %(A%Wi—vz - A_Avvi“/?)
- At.(w(Qi X )—:7(F (w;')-F (Wa))]

24)

If we can choose o; in (10) so that (5) is
satisfied, then the final term here drops out
and we have a method that looks identical to
the original Godunov method (6), but with

the flux difference splitting AiAVIN/i_l B
determined by solving the Riemann problems
with data W, and W,  used rather than the

original flux-difference
zéliAWH/2 basedon W, and W, .

splitting

Linear systems

First consider the linear hyperbolic
system with a (possibly nonlinear) source
term,

W, + AW, =y (25)

We assume that  is a smooth function of
q and also that A is nonsingular. Then any
steady state solution is smooth and satisfies

W.=A"y (26)

together  with

conditions.
When A is nonsingular, the condition (5)

can always be satisfied in each grid cell for

the system (13). Given a state /¥, we need to
find O, sothat W, =W, -6, W' =W, +9,
satisfy

Al —w;)=Ax,

1 1

appropriate ~ boundary

where /; = t//(Wi,x.); which leads to

1

S, = %A_ll//i (27)

For the linear system, the Riemann
problem can be explicitly solved in terms of
the eigenstructure of 4. Let

A=RAR™

where A:diag( ”) is the matrix of
eigenvectors and

R=[r1|r2|...|r”’]

is the matrix of right eigenvectors,
Ar? =7 r?.
Let 7' = max(4,0), 4 = min(1,0) and set
A = diag{(27 ) ) 28)
A*=RA R

so that 4= A" + A gives a splitting of A
into pieces with nonnegative eigenvalues and
pieces with non positive eigenvalues,
respectively.



166

For the homogeneous problem with
w =0, Godunov’s method reduces to

Vvi :Wi
At (.. .
_?(A (Wi _WH)"‘ A (Wm -W ))
X
This is simply the upwind method. The
waves W7, , are eigenvectors of A
Now suppose there is a source term and
we choose O, as in (15) so that this source
term is exactly cancelled. Godunov’s method
as extended in Section 2 then becomes
Vvi :Wi
A (At W ) A, —wW)
AX
Using W =W, %5, in this expression
and rearranging terms shows that
W/i =Wi
NG )
_7(A (Wi _Wi—1)+ A (Wm -W; )) (29)

+ At(AJr A71Wi71/2 +A" Ail\ViH/Z)

1
where Vi = 5(1//[—1 + l//i)

If y = gh &2 then
Ox

1 z,-7,
Vi = Z(g(h” + hi )zszl)

exactly similar to the treatment of Bermudez
and Vazquez.

Hence, for the linear system, this method
is equivalent to applying the upwind method
to the original data but with a first order
approximation to the source term also
included. Note that

AA A A =44 ) =1

so that the final term in (18) does give a
consistent approximation to Afyy,. This term

can also be interpreted as follows: ¥/, ,, is
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an approximation to the source term at X, ,,,
which is split into two pieces AfAflg//i_l/2
and A" A"y, (which sum to ¥, ). The
first piece is used to modify W,_, while the
latter modifies W, . This amounts to

projecting ¥/, ,onto the  right-going
characteristics  to
updating W, left-going
characteristics to compute the portion
updating W, . This approach is often used

for source terms even for nonlinear
problems, in which case the eigenstructure of

the Roe matrix at x,,, might be used to

compute the
and onto the

portion

splity,_,, , for example.

Quasi-steady flow

There are other steady states besides the
stationary state with u=0, consisting of
steady flow in which the momentum m is
constant in x but nonzero. There are several
different regimes of such flow, depending on
the bottom topography and the free stream

Froude number Fr=u/,/gh (analogous to

the Mach number in compressible gas
dynamics). If the free stream Froude number
is sufficiently small then the flow is entirely
sub critical .Fr<1 everywhere), while if the
free stream Froude number is sufficiently
large then the flow is entirely supercritical
Fr>1 everywhere). In both these cases the
solution is smooth and the quasi-steady
method proposed here appears to work just
as well as for the stationary steady state.

Case matrix A is singular

For intermediate free stream Froude
numbers, the flow can be Tran critical with
transitions where Fr passes through 1, and

hence one of the eigenvalues u £./gh of the

Jacobian passes through 0. Referring back to
the case of a linear system discussed in
Section 4, this would correspond to a
singular matrix A. Note that in this case there
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exist vectors [q] for which A[q]=0, which
means the Rankine—Hugoniot conditions can
be satisfied with speed 0. It is only in this
singular case that the steady state solution
can contain a stationary shock. Figure 5

1op surface at 4me (= 0

shows one such case, in which the free
stream Froude number is less than one but
the flow accelerates to a supercritical value
over the hump and then decelerates through a
shock wave on the lee side of the ridge.

1op surface at tima L= 0.7

12

I

]

0.6

0.4/

0.2|
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0 0.1 [X3 03 0.4 05 08 o7 08 0g 1
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01 0.2 03 0.4 05 08 o7 0.8 08 1

Figure 3. Bottom topography and top surface for the one-dimensional shallow water equations
of the case €=0.2. At time t=0.7 the right-going portion of the pulse has moved past the hump.
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FIG. 4. Trans critical flow over a ridge, where the Froude number passes through 1 and the
steady state solution contains a shock wave. Values are computed with the quasi-steady method
after obtaining an initial approximation with a fractional step method

Recalling the expression (27) for &, in the

case of a linear system, it might be expected
that difficulties can arise in solving for the

required O, in the trans critical case. The

solution shown in Fig.4 was computed by
starting with impulsive initial data h(x,0)=1-
B(x) and u=03 and marching forward in time.
At the time when the shock first forms, non
convergence of the Newton iteration was
observed when wusing the quasi-steady
method as described above.

Instead of using the quasi-steady method
from the start, the fractional step method or

other method should be used until after the
shock formed and an approximate steady
state was reached, at which point the quasi-
steady method could be successfully used
without further difficulty (in spite of the
singularity of the Jacobian). It is not
surprising that the fractional step or other
approach is more robust than the quasi-
steady approach for data that are not close to
steady state.

Once an approximate steady state is
reached, the quasi-steady method appears to
work well in many, though not all, trans
critical cases. This requires further study, and
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the trans critical case is mentioned here
primarily as a caution to potential users of
this approach.

5. First numerical test
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Water at rest: The first test is the water at
rest with a variable topography. We check if
the finite volume solver is ”well balanced” or
not. That means that it must preserves at least
water at rest solutions. The test is totally
satisfactory.

o5

Ih

Y Y O |
718189

z 010203040506070809 1 1112131415161

Figure 5. The topography variable of the test water at rest.

6. Conclusions:

The  quasi-steady  wave-propagation
method introduced here allows one to
accurately incorporate source terms into
high-resolution Godunov methods for a
certain class of problems. In particular, if the
solution is close to a steady state in which the
source terms balance the flux gradient, then
this approach results in Riemann solvers and
limiters being applied to small jumps at cell
interfaces corresponding to the deviation
from steady state, rather than to larger
deviations within the steady state. This
results in excellent resolution of the
propagation of small perturbations.

For source term problems where the
solution is far from steady state, this quasi-
steady approach is probably not appropriate.
The present method also has some difficulties
in the case of transcritical steady states,
where the steady state includes a shock
across which the Jacobian is singular.
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Abstract

This paper presents an analytical approach to investigate the buckling and postbuckling of
functionally graded cylindrical shells under axial compressive and thermal loads. Material
properties are assumed to be temperature-independent, and graded in the thickness direction
according to a simple power law distribution in terms of the volume fraction of constituents.
Equilibrium and compatibility equations for cylindrical shells are derived by using the classical
shell theory with both geometrical nonlinearity in von Karman-Donnell sense and initial
geometrical imperfection are taken into consideration. The resulting equations are then solved
by Galerkin method to determine closed-form expressions of buckling loads and postbuckling
load-deflection curves. Stability analysis for a simply supported cylindrical shell show the
effects of material and geometric parameters, buckling mode and imperfection on the behavior
of the shell.

Keywords: Functionally graded material, classical shell theory, Postbuckling, Cylindrical shell

properties in functionally graded materials.

1. Introduction

In recent years, Functionally Graded
Materials (FGMs) which named by a group
of material scientists in Japan in 1984, have
attracted much interest as high performance
heat resistant materials for aircraft, space
vehicles and other engineering applications.
Functionally graded materials are composite
materials, which are microscopically
inhomogeneous, and the mechanical
properties vary smoothly and continuously
from one surface to the other. It is this
continuous change that results in gradient

Typically, these materials are made from a
mixture of metal and ceramic or a
combination of different metals. Unlike
fiber-matrix composite which have a strong
mismatch of mechanical properties across the
interface of two discrete materials bonded
together and may result in debonding at high
temperature, functionally graded materials
have the advantage of being able to
withstand very high temperature
environments and extremely large
temperature gradients, while maintaining
their structural integrity. The ceramic
material provides high temperature resistance
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due to its low thermal conduction and
expansion coefficients while the ductile
metal component prevents fracture due to
thermal stresses. Furthermore, a mixture of
ceramic and metal with a continuously
varying volume fraction can be easily
manufactured.

The generation of this type of material
poses many problems for material and
mechanics scientists, especially researchers
on structures made of functionally graded
materials such as FGM plates and shells.
Eslami and his co-workers [2-5] used an
analytical approach to investigate the linear
buckling of FGM rectangular plates under
mechanical and thermal loads. They
employed the classical plate theory [2, 3] and
higher order shear deformation theory [4, 5]
and adjacent equilibrium criterion basing on
assumption of small deflection to derive
closed-form expressions of critical loadings
of simply supported FGM plates. Then these
studies were extended for imperfect FGM
plates under mechanical and thermal loads
[7, 8]. Lanhe [6] also studied thermal
buckling of a a simply supported moderately
thick rectangular FGM plate by using the
first order shear deformation theory. Na and
Kim [9] used the finite element method with
18 node solid element to analyze
thermomechanical buckling for functionally
graded composite plates including metal,
FGM and ceramic layers. Linear stability of
FGM cylindrical shells under thermal loads
has been reported by Shashiah and Eslami
[11] and Lanhe et al. [12] by making use of
analytical approaches. Postbuckling behavior
of FGM rectanglular plates under various
kinds of loading such as mechanical, thermal
and electric loads has been treated in studies
[13-18]. In addition, the postbuckling
behavior of FGM cylindrical shells has been
investigated in works [19-24].

In this report, buckling and postbuckling
behaviors of FGM cylindrical shells
subjected to axial compression and thermal
loads are investigated by an analytical
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approach. Material properties of constituents
are assumed to be temperature independent
and effective properties of FGM shell are
graded in the thickness direction according to
a simple power law distribution in terms of
volume fractions of constituents. Equilibrium
and compatibility equations are established
within the framework of classical shell
theory taking into account geometrical
nonlinearity in von Karman-Donnell sense
and initial geometrical imperfection. Explicit
expressions of buckling loads and
postbucking paths are determined by
Galerkin method and stability analysis of
simply supported FGM shells is carried out
to show the effects of material and
geometrical  properties, buckling and
imperfection on the behavior of shells.

2. Functionally graded cylindrical
shells

Consider a functionally graded circular
shell of radius of cavature R, thickness h
and length L as shown in Fig. 1. The shell is
made of a mixture of ceramics and metals
and is defined in coordinate system ( X,6,2),

where X and 6@ are in the axial and
circumferential directions of the shell,
respectively, and z is perpendicular to the
middle surface and points inwards
(=h/2<z<h/2).Suppose that the material
composition of the shell varies smoothly
along the thickness in such a way that the
inner surface is ceramic-rich and the outer
surface is metal-rich by following a simple
power law in terms of the volume fractions
of the constituents as

2z+h

k
Ve(2) =( j > V(@ =1-V:(2) (1)
where V, and V,, are the volume fractions of
ceramic and metal constituents, respectively,
and volume fraction index k is a
nonnegative number (0 <K <o0).
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Figure. 1. Configuration and the coordinate
system of the FGM cylindrical shell

We assume that the effective properties
Ps of functionally graded shell, such as the

modulus of elasticity E and the coefficient of
thermal expansion « change in the thickness
direction z and can be determined by the
linear rule of mixture as

Peff (Z)ZPI'CVC(Z)-i-PI'me(Z) ’ (2)

where Pr denotes a temperature-
independent material property, and subscripts
m and c stand for the metal and ceramic
constituents, respectively.

From Egs. (1) and (2) the effective
properties of FGM cylindrical shell can be
written as follows in which Poisson ratio v
1s assumed to be constant.

[E(Z),a(Z)] = [Em’am] >

k
+[Ecm,acm](222;hj va=v Q)
where
Ecm:Ec_Emﬂacm:ac_am . (4)

It is evident that E=E ,a=a, at
z=h/2 and E=E ,a=¢, at z=-h/2.

3. Basic equations

In the present study, the classical shell
theory is used to obtain the equilibrium and
compatibility  equations as well as
expressions of buckling loads and
postbuckling load-deflection paths of FGM
cylindrical shells.

The strains across the shell thickness at a
distance z from the middle surface are

Ex=Emt K, &y =&y T 2K,

Yy = Viym + Ky %)

where &,,, and &, are the normal strains,

7xm 18 the shear strain at the middle surface

of the shell and k, ky, kxy are the curvatures

and twist.

Within the framework of the Donnell
shell theory, the strains at the middle
surface and the curvatures, twist are
related to the displacement components
u,v,w in the X,y,z coordinate directions,

respectively, as [1]

k,=-w, , k,=-w, (6)

where Y =R and subscript (,) indicates the

partial derivative. Hooke law for a
functionally  graded cylindrical  shell
including temperature effects is defined as

E
(500 = (605, +v(50052)

~(1+v)aAT(L1)], oy =—2(l'iv) Yoy 7

where AT is change of environment
temperature from stress free initial state or
temperature difference between inner and
outer surfaces of the shell.

The force and moment resultants of a
shell are expressed in terms of the stress
components through the thickness as
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h/2
J. o;(1,z)dz,

-h/2

(Ny-M; )=

ij =Xy, xy

(8)

Substituting Egs. (3), (5) and (7) into Egs.
(8) gives the constitutive relations as

(E.E)
1

(Nx’Mx)z _ 2 (8xm+vgym)

E.E @, @
+(1_V2 )(kx'i‘ka)—%

b

B, E22 ) (gym + vgxm)

Z
<
<
~
|

-V

+(E2’E3)(k +vkx)——(®lm’q) ) ,09)

b
1-v -V

(EE), (EE),

N ,
( 20+v) "™ 14y Y

xyaMxy):

where
E =E,h+E, h/(k+1),
E, = En’[1/(k+2)-1/(2k+2)] ,
E, =E.h*/12+ Eh*[1/(k+3)

—1/(k+2)+1/(4k+4)] (10)
h/2 k
((Dm’q)b): I Em+Ecm(22+hj x
-h/2 2h
k
o +ag [ 22 AT, 2)d2.
2h

Nonlinear equilibrium equation of an
imperfect FGM cylindrical shell based on the
classical shell theory is given as [26]

4 5
DV'w—f  /R=1f (W +W,y,)
28 (Woy W) = (W + W, ) —q=0
(11)
where V2 =0%/0x* +0*/6y* , q is uniform
lateral pressure, and

_EE-E

CE(1-vY) (12)
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In Eq. (11), W'(X,y) denotes a known

small imperfection representing a small
initial deviation of the shell surface from a
circular cylindrical shape. Also, f(X,y) is a

stress function defined as
N, = f’yy , Ny = f’XX , ny =—f’xy. (13)

The compatibility equation of an
imperfect FGM cylindrical shell may be
established as follows [26]

Vit - El(W,zxy ~ Wi Wy =W/ R+ 2W,xyw,*xy
W Wy, =W, Woo) =0 (14)

Egs. (11) and (14) are basic equations used to
investigate the stability of functionally
graded cylindrical shells.

4. Stability analysis

In this section, an analytical approach is
used to investigate the nonlinear stability of
FGM cylindrical shells under mechanical and
thermal loads. Depending on the in-plane
behavior at two ends, two cases of boundary
conditions, labelled Cases (1) and (2) will be
considered.

Case (1). Two ends are simply supported
and freely movable (FM). The associated
boundary conditions are

w=M, =N, =0, N, =N,,,x=0,L.

(15)

Case (2). Two ends are simply supported
and immovable (IM). For this case, the
boundary conditions are

w=u=M_=0, N,=N,;,,x=0, L

(16)
where N, is prebuckling force resultant in

axial direction for Case (1) and is fictitious
compressive edge load making the edges
immovable for Case (2). To solve two Egs.
(11) and (14) for unknowns W and f , and
with  consideration of the boundary
conditions (15), (16), we assume the
following approximate solutions
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(W, W) = (W, uh)sin A Xsin g,y
f =Acos2A, X+ A cos2u,y+ A sin A, Xsin u,y

+A, c052/1mXc052,uny+%Nxoy2 (17)

where A, =mr/L,u,=n/R, m=123,..
are number of half waves and waves in X
and y directions, respectively, and W is
amplitude of deflection. Also, parameter u
represents the size of imperfection and

A(@=1+4) are coefficients to be
determined.

Substituting Eq. (17) into Eq. (14), the
coefficients A are determined as

2
A =S ww + 2,

m
E /s
WW +2uh),
242 (W +2ph)
_ B4

R(Ap + u3)?

AZ:
W, A =0. (18)

Introduction of Egs. (17) into Eq. (11) and
applying Galerkin method for the resulting
equation yield

B

—m 1w
R (4o +47)

D(ﬂé+,u§)2 +

32 sy W(W + uh)

3mnz? F\’(ﬂvﬁ1 + )2

2 E, (An+ 20
_2E+’u2nW(W+2/uh)+Mx
3mnz°R 16
W(W + zh) (W +2uh) + 22N, (W + 2h)
=0
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- . 19
mnrz? (19)

Eq. (19), derived for odd values of m, n,

will be used to determine buckling loads and
nonlinear postbuckling paths of FGM
cylindrical shells under mechanical and
thermal loads.

4.1. Mechanical stability analysis

A simply supported FGM cylindrical shell
with freely movable edges (that is, Case (1))
is assumed to be subjected to axial
compressive load P, (in Pascals), uniformly
acted on the two ends in the absence of
lateral pressure and temperature conditions.
In this case, N,, =—Bh, q=0 and Eq. (19)
leads to

B(ma + L)
T R

Emall

2
(m27z2 + nszR)

W 2Ent W(W+24)
W+ 1 3R, W+ 1
_ 32mE L

2
3R, (M7 + L3,

W

El(m“;r“ + n4L‘;)

16m’ 7’ R L,

W(W +2u) (20)

where
R,=R/h, Ly=L/R, D=D/h’,
E =E/h,W=W/h.(l)

For a perfect FGM cylindrical shell, i.e.
#=0, Eq. (20) gives equation from which
bifurcation-type buckling compressive load
P,, may be obtained at W =0 as

IZ_)(m27z2 + nszR)2

R

Em’ 7Ly
-
(m27r2 +n? LZR)
(22)

Specialization of Eq. (22) for isotropic
cylindrical shells, i.e. E, =E_, =E, yieds

be =

E(m27z2 +n qu)2 Em’z2L2
+
120-v)M 7’ Ry Ly (mzﬁsznszR)z
(23)

Eq. (23) has been derived by Brush and
Almroth [1] when they analyzed the linear
buckling of axially compressed isotropic

iso __
xbo T
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cylindrical shells by
equilibrium criterion.

using  adjacent

In case of u=0, PX(W) curves start

from original point and Eq. (20) shows initial
imperfection sensitivity of  axially
compressed FGM cylindrical shells.

4.2. Thermal stability analysis

A simply supported FGM cylindrical shell
with immovable edges (that is, Case (2))
subjected to thermal loads in the absence of
lateral pressure is considered. The condition
expressing the immovability on two edges,
i.e. Uu=0 on x=0,L, is fulfilled on the

average sense as
2zRL

[ %dxdyzo (24)
00

From Egs. (6) and (9) one can obtain the
following relation in which Eq. (13) and
imperfection have been included

@=i(fw—vfxx)+5wxx—lmﬂx
ox E ‘- ’ E 2

« O
—W, W, + (25)
1

Substituting Eqs. (17) into Eq. (25) and
then introduction of the result into Eq.(24)

give
2 22
NxO :_cDm+ 4';tmz E2 _ El(Vj'm /;lnz) W
mnz R4 + 1)
2
+%WON +2uhy, (26)

which represents the compressive stresses
making edges immovable.

In this report, environment temperature is
assumed to be uniformly raised from initial

value T, to final one T; and temperature

difference AT =T, —T, is a constant.

The thermal parameter @®._ can be

m

expressed in terms of the AT from Egs. (10).
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Subsequently, employing this expression of
@, in Eq. (26) and then introduction of the

result into Eq. (19) with q=0 yield
B(mia +rLL)
P 7’ Rl Ly

AT =

Em’z’Ly W
= =
P(m2n2+n2L2R) W p

4m| E, El(vmzﬂ'z—nszq)
* nP erl_2 - 2 2 2,22
R Rh(mﬂ +n LR)

32E,mnLs, lw
3R,P(n 7 +1°L5,)

_ 2EnL VT/(VV+2/1)+
3nﬁﬂ4&P W+ u

E (m“;z4 +n* L‘,;)

16PM 7° R LG,

Emz?

where
E.o. +E o
P:E o + m~“cm cm—m
mem k+1

Ecm(%cm E 2
+ kil E,=E,/h". (28)
Eq. (27) expresses nonlinear relation
between uniform temperature rise and the
deflection of perfect and imperfect FGM
cylindrical shells. The buckling temperature
difference of perfect cylindrical shells may

be obtained from Eq. (27) as

— 2
D(m'z’ + L)
P 7RI,

Entz’L
2
P(m27r2 + nZLzR)

(29)

AT, =
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5. Results and discussion

To illustrate the proposed approach, we
consider a ceramic-metal functionally graded
cylindrical shell that consist of alumina and
aluminum with the following properties.

E,=70GPa, a,=23x10"°C™" (30)
E.=380GPa, a, =7.4x10"°°C" ,v=03.

Fig. 2 shows the effects of the volume
fraction index k (= 0, 1) on the postbuckling
behavior of FGM cylindrical shells under
axial uniform compression. As can be seen,
both buckling loads and postbuckling loading
carrying capacity of FGM shells are
considerably reduced when Kk increases.
This is expected because the volume
percentage of ceramic constituent, which has
higher modulus of elasticity, is decreased
with increasing values of K. This figure also
indicates that with only one half wave in the
axial direction axially compressed cylindrical
shells experience a snap-through behavior
and exhibit an initial imperfection sensitivity.

Fig.3 shows effect of buckling mode on
the postbuckling behavior of FGM
cylindrical shells under axial compressive
load. As can be observed, when number of
half waves in the axial direction differ from
one, i.e. M=1, there is no snap-through
phenomenon occurs for compressed FGM
cylindrical shells and postbuckling load-

deflection paths are stable.
P, (GPa)
6

—— petfect
r|--— imperfect (u=0.1)

o1

| LR=1.0,Rh=80, (mn)=(17) 3

Wh
Figure.2. Effect of k index on the

postbuckling behavior of FGM cylindrical
shells under compression (m,n) =(1,7) .

P (GPa)
10

— perfect
—-— imperfect (.= 0.1)

L/R =1.0, Rih = 80, (mn) = (3,7)

k=

Figure.3. Effect of k index on the
postbuckling behavior of FGM cylindrical
shells under compression (m,n)=(3,7).

Fig. 4 shows the effects of radius to
thickness R/h(= 60, 80 and 100) ratio on
the postbuckling behavior of FGM
cylindrical shells under axial compression.
As can be seen, the capacity of loading
carrying of FGM cylindrical shells is
remarkably reduced when R/h ratio is
enhanced. Moreover, the postbuckling
equilibrium paths of FGM cylindrical shells
become less stability with higher values of
R/h ratio.

P.(GPa)
10

— perfect
gl | -~ imperfect (.= 0.1) K
LR=1.0k=1.0,({mn)=(1,7)
6f 1:Rh=60
2:Rh=80
3:Rh =100

Wh

Figure.4. Effect of R/h ratio on the
postbuckling behavior of FGM cylindrical
shells under compression.

Finally, Fig. 5 illustrates the effects of the
volume fraction index K on the postbuckling
behavior of FGM cylindrical shells subjected
to uniform temperature rise. Obviously, both
buckling temperatures and postbuckling
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curves of FGM cylindrical shells are
decreased when K is increased. Furthermore,
snap-through phenomenon of heated FGM
cylindrical shells is relatively benign in
comparison with that of axially compressed
FGM cylindrical shells, and postbuckling
temperature-deflection  paths of FGM
cylindrical shells under thermal loading are
comparatively stable.

AT {"Q)
2500
g
— perfect .
--— imperfect (.= 0.1
o0y P (»=01)

L/R = 1.0, Rt = 80, (m,n) = (1,7)

15001
10001

500FZ

0 05 1 15 2

Figure.5. Effect of k index on the
postbuckling behavior of FGM cylindrical
shells under uniform temperature rise.

6. Concluding remarks

This report investigates the buckling and
postbuckling behaviors of FGM cylindrical
shells under axial compressive and thermal
loads by an analytical approach. Basic
equations are derived within the framework
of the classical shell theory with both
geometrical  nonlinearity and  initial
geometrical imperfection are incorporated.
Approxiamte solutions are chosen to satisfy
simply supported boundary conditions and
explicit expressions of buckling loads and
postbuckling paths are determined by
Galerkin method. The results shows that
material and geometrical properties have
great influence on the buckling loads and the
capacity of postbuckling loading bearing.
The study also reveal that initial imperfection
and buckling mode have significant effects
on the response of FGM cylindrical shells.

Nguyen Dinh Duc and Hoang Van Tung
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Abstract

The oil-water flow in pipeline is a common occurrence in petroleum industry. As the water
cut increase, the regime of stratified flow with separate layers of water and oil phases may
occur. The existence of water layer at the pipe bottom may increase possibility of internal
corrosion and decrease transport capacity of pipelines. The paper presents a tool for predicting
possibility of water wetting and evaluating thickness of water film. Prediction of water wetting
possibility is based on calculation of the critical velocity for water entrainment. If all the water
is not entrained by the flowing oil phase, a free water layer are formed and it is important to
predict water film thickness, in-situ water cut, water velocity and water wetted pipe area for this
layer. Method for evaluating these parameters is developed using a two-phase liquid-liquid
three-layer model. This model for oil-water flow is developed from solution of mass and
momentum equations for three layers: pure water, pure oil and water-oil mixture. The prediction
methods are tested by comparing the calculated results with experimental data. Effects of
important flow parameters are also analyzed from simulated results.

Key Words: water entrainment, water wetting, critical velocity, oil-water flow, three-layer model

H,S , therefore the water is corrosive. At low

1. Introduction water Volume frqction, the water ig entrained
] _ _ by the flowing oil, consequently oil wets the
_ Tlhe s1mu1taneous flow of oil and W?‘terﬁn pipe and the corrosion is negligible. As the
pipelines 1s a common occurrence in the volume fraction of water increases, the water
petrolgum industry. A 51-gn1ﬁ-cant amount of “break out” may appear, the bottom of the
water is often present with oil from the we!l pipe is wetted by water, and corrosion oceurs
perforations to the final stage of oil (Phan Ngoc Trung, 1986).
separation. Th? water  phase  contains Because corrosion mainly occurs when a
dissolved corrosive gases such as CO, or water film exists and pipe flow in the

stratified regime. It is important to predict
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possibility of water wetting and to evaluate
thickness of water film. Three-dimensional
CFD (Computational Fluid Dynamics) model
can be used for simulating two-phase flow
(Nguyen The Duc et al, 2009). However, this
model is difficult to use for long pipes
because it requires very large computing
time. On other hand, the applicability of gas-
liquid prediction models has been proven to
be inadequate for oil-water flow (Taitel et al,
1976; Arirachakaran et al, 1986; Trallelo et
al, 1996; Bratlan et al, 2009). The
developments of better prediction methods
are necessary.

The paper presents a method for
predicting possibility of water wetting and
evaluating  thickness of water film.
Prediction of water wetting possibility is
based on calculation of the critical velocity
for water entrainment. Method for evaluating
water film thickness is based on a two-phase
liquid-liquid  three-layer = model.  The
prediction methods are tested available
experimental data. Effects of important flow
parameters are also discussed using
simulated results.

2. Method for evaluation of water
entrainment

To distinguish between fully dispersed
and stratified flows, we use the method
developed by Barnea (1987) and Brauner
(2001). A critical velocity for water
entrainment is used as the criterion for
forming stable water-in-oil dispersed flow.
Two main physical properties are compared
to deduce the criterion:

1. Maximum droplet size d,,,, related

X
to breakup and coalescence.

2. Critical droplet size d,, related to
settling and separation.
Under favorable condition, water is

entrained by the flowing oil phase in the
form of fine droplets, it is necessary to know
the maximum droplet size d that can

max

sustain by the flow without further breakup.

In the dilute water-in-oil dispersion, value of
d,.. 1s related to the balance between the
turbulent kinetic energy and the droplet
surface energy. Brauner (2001) shows that

this relation can be written as,

d (l ) 0.4
(—mj :1.88[—’0" e } We," Re'™ (1)
dilute pm
where
2
_PDU. .y, _ £DU
7, o

with D is the pipe diameter (m), ¢, is the

Re,

in-situ water cut, o denotes the densities

(kgm™). The subscripts o, m and w

denote oil phase, oil-water mixture and water
phases respectively. The subscriptdilute
denotes dilute dispersion. U, is the velocity

of continuous (oil) phase (ms™). n, is the
viscosity of oil phase (Pa.s) and o is the

interfacial tension of oil phase ( Nm ™).

It is noted that this equation can be only
valid in the dilute dispersion that means it
satisfies the following condition:

(l—sw)%z @)

In the condition of dense dispersions,
droplet coalescence takes place. Equation (1)
can not be used in this case. Under this
condition, the flow rate of oil phase Q,

should carry sufficient turbulent energy to
disrupt the coalescing tendency of the water
droplets flowing at a rate (@, . This

requirement means that the rate of surface
energy production in the coalescing water
phase is proportional to the rate of turbulent
energy supply by the flowing oil phase. From
this condition, Brauner (2001) obtained the
following equation for determining the
maximum droplet size in the case of dense
water-in-oil dispersion:
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5 0.6
(dmax ) — 222C1016 poUcD gw
D dense o l - gw

-0.4 ( )
X n
1% (1_8,)

where C,, is a constant of the order of 1. The

subscript dense denotes the dense oil-in-
water dispersion. f is the friction factor:

£ =0.046/Re”’ “4)

Therefore, with a given oil-water system,
the maximum droplet size that can be
sustained is the larger of the two values
obtained via (1) and (3), which can be
considered as the worst case for a given oil-
water system,

dmax = max (dmax j ,(dmax j (5)
D D dilute D dense

Along with determination of maximum
droplet size d, that can be sustained by the

flow without further breakup, it is essential to
evaluate a critical droplet size d,. . Droplet

crit *

larger than a critical droplet size d_, will
separate out from the two-phase flow
dispersion either due to gravity forces in
horizontal flow, or due to deformation and
creaming in vertical flow (Barnea, 1987).

Critical droplet diameter d,, above which
separation of droplets due to gravity takes

place can be found via a balance of gravity
and turbulent forces as:

&:3 A fUcz :3 Po Fr (6)
D 8|Ap| Dgcos(6) 8|Ap| ’

Where 6 is the pipe inclination, the Froude
number is:

2
Fr =—fU"
° Dgcos(0)
and
Ap=p,—p,
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This effect is common at low pipe
inclination 1i.e. in horizontal and near
horizontal flows.

In vertical and near-vertical flows, critical
droplet diameter d, above which drops are

deformed and creamed leading to migration
of the droplets towards the pipe walls can be
calculated by following equation (Brodkey,
1969):

dy _ 0.?0‘ )
D |Ap|gD cos(ﬂ)

with

- 0| khi |6|<45°

90-16] ki |6]>45°

Then the critical diameter d_,

estimated for any pipe inclination (Barnea,
1987):

can be

Lo e ) ®
D D D

Finally, the criterion for water
entrainment can be formulated. The
transition from stratified flow to stable water
—in-oil dispersed one takes place when the oil
phase turbulence is intense enough to
maintain the water phase broken out into
droplets not larger than d__ which has to be

X

smaller than a critical droplet size d,

causing droplet separation. The final criterion
is then (Brauner, 2001):

dmax S dcrit (9)

and d

max crit

where d are calculated from

equations (1)-(8).
By using equations (5), (8) and (9), we
can determine the critical velocity u,, above

which the flow is fully dispersed.

3. Three-layer two-phase liquid-liquid
model for stratified flow

The above mentioned method can predict
whether the water phase is not entirely
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entrained and flows separated from oil phase.
In the case of stratified flows, for corrosion
calculations it is crucial to predict the in-situ
water cut, water velocity, water film
thickness and water wetted pipe cross-section
area. Multi-layer segregated flow model is
suitable for above requirement. A three-layer
segregated flow model was proposed by
Neogi et al (1994) and Taitel et al (1995) to
calculate the thickness of water layer for gas-
water-oil  three-phase  stratified  flow.
Vendapuri (1997) developed a three-layer
segregated flow model to calculate the
thickness of water layer and in-situ water cut
for oil-water flows. This model for
developed water-oil flow considers water, oil
and a mixed layer in between as three
different phases with their own distinct
properties. The existence of mixed layer is
confirmed from visualization experiments.
Assume that the interface between the pure
water layer and mixed layer and the interface
between the mixed layer and pure oil layer
are flat. The modeling representation of the
flow can be seen in Figure 1.

_ S”
) D
Uy T S An
-Ta 5, H |
T, + /
Uy ; w S e ||

—Ty Sw

Figure 1: Schematic representation of the
three-phase segregated oil-water flow

Using the notations in Figure 1, the
momentum balance for each phase can be
written as follows:

For pure oil layer:

—AO(Z_pj_TOSO _TiZSiZ _pvogSina (10)
X

For oil-water mixed layer:
dp .
-4, d_ =78, TS, + 7,5, — p,A,gsina

X
(11)

For pure water layer:

- AW(%) -7,5,+7,8,—p,4.gsina  (12)
where,

The subscripts o, m and w denote the
pure oil layer, the oil-water mixed layer and
the pure water layer, respectively. The
subscript il and i2 represent the interface
between layer as shown in Figure 1.

A, A,, A, -cross-sectional areas.
S,,S,, S, - wetted perimeters.
S,., S, - interfacial perimeter.

a - pipe inclination (« is positive for
upward flow)
P, P, P, - density of different phases

(kg/m*)

t,, 1,, 7, - wall shear stress (N/m’ )
z,, T, - interfacial shear stress (N/m’)
dp

£ _ pressure gradient (N/m” )
dx

It is assumed that pressure gradient is the
same in the three regions. The equations are
combined to remove this term.

From equations (10) and (11), elimination
of the pressure term gives,

So Sm Sil SiZ Si2

To _Tm__z-il_+z—i2 ——+t—

A a4 T T ) 13)
+(p,—p,Jgsina =0

m

By eliminating the pressure term from
equation (11) and (12), we have,

Sm Sw SiZ Sil Sil
T, -7, -7, +7,| 4+
(14)

"4, A, A, A, A
+(p,—p,)gsina =0

w

The shear stresses can be evaluated using
Blasius type relation (Taitel and Ducker,
1976):

2% P, pU.
T = ; Tm = m ; Tw = w
=12 1.2 122

puU,-U, U, -U,
2

Ty = fil
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U -U YU -U
TiZ:f; ptZ( 0 m] 0 m| (15)
2
where:
U,, U, U, - in-situ velocities of the
different phases.

f., f.., f. - friction factors.
fi» [, - interfacial friction factors.
PusPi, - densities at the interfaces.

The density at the interface is set to the larger
of two densities of interfacing layers:

py =max(p,.p,)

piZ :max(pa’pm)

The friction factors are evaluated using a
method similar to Brauner et al (1992):

,N’)
p.D U
1 :C”(uJ

H,
p,lu,N"
fm = C’"(MJ (16)
M,
plu Y™
ﬁv — Cw[pw w w )
/Llw
with D, D, and D, are layer hydraulic
diameters:
4A0 if‘ U() S U'ﬂ
D, = 5,
° ] 44 _
> if U,>U,
S,+8,
4;’" if U,<U &U, <U,
44, if U, >U &U, <U,
D - S, +S,
44, if U, <U &U, >U,
Sm + Sil
_ M, U sU U, U,
S, +8,+8,
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4SAW if U,<U,
. ZJ( Uw > Um
S +S.

w il

and x,, u,, u, denote the phase viscosities.
The values of C, and N, (k=o0,m,w)

are depended whether the flow condition is
turbulent or laminar:

- C,=0.046 and N, =0.2
flows.

- C, =16 and N, =1 in laminar flows.

in turbulent

Turbulent or laminar flow conditions in
each phase are identified by calculating the
Reynold number for each phase:

RekzM with k=0,m,w (18)

Sk

Laminar flow is assumed for Re, >2300
and flow is turbulent for Re, <2300 .

Friction factor of the interface is assigned
to the larger among the two wall friction
factors of the interfacing layers.

Figure 2 shows a schematic diagram of
the mixing phenomena in oil-water flows. It
can be seen that the two known parameters
are the volumetric flow rate of oil and of the
water. Usually, the analysis of the oil-water
flows requires knowledge of the superficial
velocities of the three phases-pure oil, pure
water, and oil-water mixture:

Uso :% 5 Usm :& 5 Usw:& (19)
A A A
with O, O, and Q, are the volumetric flow

rates of the pure oil, pure water, and oil-
water mixture phases respectively (m’ / s).

Water

SW input ——+ Water BN

Inlet zone Established zone

Figure 2: Schematic representation of the
mixing phenomena in oil-water flows
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From Figure 2, it can be seen that the
mass balance can be written as follows:

Qw,input = Qw + leQm (20)

Qo,inpur = Qo + ( - le )Qm (21)

where:

O, - Input water volumetric flow rate,
m'/s.

O, - Input oil volumetric flow rate,
m'/s.

C,, - Water fraction within mixture layer.

From above mass balance equations, the
relations between the superficial velocities
can be written as follows:

Ui =U,, +CU,, (22)
Uy =U,, +(1=C, U, (23)
where:
weimpe ~ INpUt superficial velocity of the
water layer, m/s .
U,, . - Input superficial velocity of the

oil layer, m/s .
U,, - In situ superficial velocity of water

layer, m/s .

U, - In situ superficial velocity of
mixture layer, m/s .

U, - In situ superficial velocity of oil
layer, m/s .

The momentum and the mass balance
equations need to be solved simultaneously.
However, there are only four equations
containing six unknowns. These unknowns
are U U U C A, and A4 .

sm > ml > w
Therefore, two more equations have to be
added.

In this model, the additional relations are
determined  from  the  experimental
observations related to the composition and
velocity of mixture layer [12]. The first
relation is that the in situ velocity of the
mixture layer is approximately 1.2 times the

sw o 50 %

input mixture velocity. The second relation is
also defined from the measurements. It was
seen that in most cases studies, the water
percentage of the mixture layer was very
close to the input water cut. Therefore, the
closure equations can be written as follows:

U =12*U, (24)
le — Qw,input (2 5)
Qo,inpm + Qw,input

4. Description of computation program

Using above mentioned mathematical
model, a computer program have been
developed. The program was written in
Fortran 90.

The input of the program includes the
fluid properties, the total mixture velocity
and water cut, and the pipe diameter and
inclination. The water fraction of the mixture
layer is then set to the input water cut.
Initially, the in situ superficial velocity of
mixture layer is set to a very low value.
Using equations (22) and (23), the in situ
superficial velocities of oil and water layers
can be calculated. At this time, the
superficial velocities and the properties of
three layers are available. Equations (13) and
(14) are then solved to predict the height
H,, , which is the film thickness of the water

layer, and the height H , which is the sum of
the film thickness of the water and mixture
layers. After the film thicknesses are
calculated, the in situ velocities of three
phases are calculated. A check for
convergence is made by comparing the in
situ mixture layer. If the criterion is not
satisfied, U, is modified by the bisection

algorithm [14].

5. Calculated results

5.1. Experimental validation

The model is validated by comparing its
predicted results with experimental data of
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Shi et al [15] for the pure layer thickness at
input water cuts from 20% to 80%. All the
experiments were conducted at the
temperature of 25°C in a 200 long, 4’
(0.1016 m) internal diameter pipeline. The

properties of used oil at 25°C were: p, =820
kg/m’ and u, =2 cP. The seawater was
used with the following properties: p, =1024
kg/m’ and u,=1 cP. The oil water surface

tension was 0=0.029 N/m.

The comparison between measurement
and prediction for the pure water layer
thickness at input water cut of 20% is shown
in Figure 3. Similarly, figures 4-6 present the
comparison at water cuts of 40%, 60% and
80% respectively. From the figures, it is
found the reasonable agreements between the
experimental and the predicted data are
achieved, especially for lower water cut.

1.00 5

) * Measurement
0.80 -~ Prediction
0.60

0.40 4

0.20 4 — &

Dimensionless pure water layer thickness - Hw/D

0.00
0.6 08 1.0 12 1.4 1.6

Input mixture velocity, m/s

Figure 3: Comparison between measurement
and prediction for the pure water layer
thickness at input water cut of 20%.
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£ 020 1 T
8
g
g 0.00 T T 1
0.6 0.8 1.0 1.2 1.4 1.6

Input mixture velocity, m/s

Figure 4: Comparison between measurement
and prediction for the pure water layer
thickness at input water cut of 40%.

S 1004
5 1.00
T
'
§ ® Measurement
0.80 =
e S0 = Prediction
2
=
&
3
& 0601
=
g —
] T
L Tm——
o 040 - . —
z —
FS . =
@ L]
H
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[ -1
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0.6 0.8 1.0 1.2 1.4 1.6

Input mixture velocity, m/s

Figure 5: Comparison between measurement
and prediction for the pure water layer
thickness at input water cut of 60%.
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Figure 6: Comparison between measurement
and prediction for the pure water layer
thickness at input water cut of 80%.

5.2. Effect of flow parameters on critical
velocity

The model is used to investigate effect of
flow parameter on the critical velocity.

Figure 7 shows the effect of water cut on
critical velocity for the case of p, =820
kg/m’, u,=2cP, d=0.1016m and

0=0.029 N/m. From the figure, it can be
seen that increasing water cut leads to higher
critical velocity.

3.50

3.00

[
i

2.00

1.50 4

Critical Velocity, m/s

1.00

0,50

0 20 40 G0 S0 100
Water Cut. %
Figure 7: Effect of water cut on critical
velocity at p, =820 kg/m’, u, =2 cP,
d =0.1016 m and 0=0.029 N/m.

Figure 8 shows the effect of the pipe
diameter on the critical velocity for the case

of p =820 kg/m’, u =2 cP, water cut=

20% and o©=0.029 N/m. Larger pipe
diameter is associated with larger critical
velocity. However, it can be seen that the
relation is not really linear.
-
3.5 1

3

Critical Velocity, mis
i) b
]

0.5 1

(1] T T T T
0 0.1 0.2 03 04 0.5 0.6

Fipe diameter, m

Figure 8: Effect of pipe diameter on critical
velocity at p, =820 kg/m’, u,=2 cP, water
cut=20% and 0=0.029 N/m.

The effect of oil density on the critical
velocity is show in Figure 9 for the case of
d=0.1016 m, u =2 cP, water cut=20%

and 0=0.029 N/m. Increasing oil density
decreases the critical velocity. The reason of
this phenomenon is that when the oil density
increases, the miscibility between oil and
water increase. The momentum and mass
exchange between them is much easier so
that water can be much easier entrained and
suspended by heavier oil phase.

300 9

250 4
m__-_“_
-
2.00 A .-

1.50 4 .

Critical Velocity, m/s

1.00 g

0.50 1

000
M) T30 SO0 530 ] Q30 1000

Qil Density, kg/m3
Figure 9: Effect of oil density on critical
velocity at d =0.1016 m, u =2 cP, water
cut =20% and 0=0.029 N/m.
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Figure 10 shows the effects of oil surface
tension on the critical velocity. The figure
shows that higher surface tension
corresponds to higher critical velocity. It can
be explained that higher surface tension
correspond to higher surface energy of
droplets. This means that higher flow rate of
the flowing oil phase is need to deform and
break the droplets.

. — 12
= g =

Critical velocity, mis

Q.00 0.01 (.02 (.03 (.04 0.05
Surface tension. N/m
Figure 10: Effect of surface tension on
critical velocity at 4 =0.1016 m, u =2 cP,

water cut = 20% and p, =820 kg/m’.

Figure 11 shows the effect of oil viscosity
on the critical velocity. It can be seen that the
effect is relatively small. The oils with high
viscosities have a slightly higher tendency to
form stable oil-water emulsion. One water
droplets are entrained in the flowing oil
phase; they will be stabilized and suspended
as droplets in the oil phase because the
coalescence of droplets decreases with
increasing the oil viscosity. In this case,
lower coalescence at higher oil viscosity
leads to a lower critical velocity to form
stable water-in-oil dispersed flow.

Nguyen The Duc et. al.

city, m/s

—_ = = W
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1] i} 40 ] 8]0 100
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Figure 11: Effect of viscosity on critical
velocity at d =0.1016 m, u =2 cP, water
cut=20%, p,=820 kg/m’ and & =0.029
N/im.

Conclusion

— The paper presents a method for
evaluating possibility of water wetting
and calculating water film thickness in

horizontal and nearly  horizontal
pipelines.
— The prediction of water wetting

possibility is based on the calculation of
the critical velocity for  water
entrainment.

— The calculation of water film thickness
along with in situ water cut, water
velocity is carried out by using a two-
phase liquid-liquid three-layer model.

— The wvalidation of the method was
performed by using available published
experimental data.

— The effect of input water cut, pipe
diameter, oil density, oil-water surface
tension and oil viscosity on the critical
velocity were evaluated and discussed.
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Abstract

The inverse kinematics plays an important role in the trajectory planning and the control of industrial
robots. The solutions of this problem have an important influence on the motion quality of end-effectors.
This paper presents an improved method based on a combination of Taylor development and Newton-
Raphson method. By using this method, the accuracy of the solution of inverse kinematics for redundant
manipulators is improved. Besides, one of the advantages of redundant manipulators is exploited to avoid
impact on joint limitations. Numerical simulations in software Matlab are carried out to verify the

efficiencies of the proposed method.

Keywords: redundant manipulator, inverse kinematics, numerical simulation.

1. Introduction

The problem of inverse kinematics plays an
important role in the trajectory planning and the
motion control of industrial manipulators. This
inverse problem should be solved as high
accuracy as possible.

The forward kinematics has been solved
effectively by several methods such as Denavit-
Hartenberg parameters, homogeneous transfor-
mation matrix, and e.g. And the results are
analytical formulae giving out the relationship of
position and orientation of the end-effector in
depending on joint coordinates [1-6]. On the
contrary, there are not available general methods
for solving the inverse kinematics of industrial
manipulators. Solution of inverse kinematics in

closed form can be obtained in some special
cases. In other cases, the numerical methods are a
useful tool. Normally, this kind of method based
on the jacobian matrix that gives the linear
relationship between the velocities of the end-
effector and the derivatives of joint coordinates
respect to time [9-13]. The joint coordinates can
be obtained by integrating its derivatives, which
is the solution of linear equations. Simplicity is
one of the advantages of this method.

However, error may appear during the
integration process due to rounding and integral
method. This error is accumulated and therefore
the end-effector does not track the desired
trajectory. In order to reduce the accumulated
error, several researchers use this error as a
feedback [4].
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of the inver se kinematics of robotic manipulators

This paper presents a novel method based on a
combination Taylor development and Newton-
Raphson method to improve the accuracy of the
solution of the inverse problem.

This paper is organized as follows: section 2
presents a method for inverse kinematics of a
redundant  manipulator.  Some  numerical
simulations are shown in section 3. Finally, the
conclusion is given in section 4.

2. Background of inverse kinematics
2.1 Problem formulation and some formulae

Consider a n DOF robot, let g € R™ is a vector
containing joint variables. The robot’s end-
effector is operated in the work space, let
x € R™ is a vector containing position and
orientation variables in the operational space R™
(m < 6). The result of forward kinematics yields

z=flg, =z fcR"qgecR". 1)

The manipulators are redundant, if m < n, the
number of DOFs is greater than the required
numbers to determine the position and orientation
of the end-effector.

Differentiating (1) with respect to time, one
obtains

of
t=——q=J(q)4q, )
dq
where
of of  Of
aql an 8qn
J( )_ﬁ: 3)
dq
Of, Of  Of
aql aql 8qn

Assuming that the jacobian m x n -matrix J(q)
has a rank of m. If = and ¢q are known,
equation (2) is a set of m linear algebraic
equations with nunknown, which is a vector of
joint velocity ¢. In the set of infinite solutions
satisfying (2), we find a solution with a minimal
magnitude. In order to find this solution, a
quadratic cost functional of joint velocities is
introduced

J=314'Wq, (4)
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where W is a suitable (nxmn) symmetric
positive definite weighting matrix. This problem
can be solved with the method of Lagrangian
multipliers. Considering the modified cost
functional

£(q,2)=+q"'Wq+a'[&— J(q)d],
differentiating £ with respect to ¢ one yields

®)

O (G2 =Wi- T (@r=0

dq
Solving for ¢ one yields

G=wW"'J"(q)a (6)
which, substituted into (2), gives the sought
optimal solution

& =J(q)q=J(@W 'J(qg) 2. @
With the assumption that J(q)W 'J(q)" is non-
singular, solving for A yields

A=[J@W J(g)'|" . ®)
So we get an optimal solution for ¢ as
g=W T (g[J(@W T (g)] 'z ©
= J(q)y @
The matrix
J(a)y, =W T (@[J(@W T (g] " (10)

is called as the weighting pseudo-inverse of J(q)

[7,14]. In particular cases, if the weighting matrix
W is chosen to be the identity matrix, one
obtains.

J(@) =T (@@ (@]
Matrix J*(q) is pseudo-inverse of J(q) and

1)

qg=J"(q). (12)
Integrating ¢ one gets
t
qt) = q(0) + | q(r)dr (13)

Joint acceleration ¢ can be determined directly
by differentiating (12) with respect to time

i=J" (@i +J"(q)& (14)
with J* (q) = %J+(q) .

Mathematically, it can differentiate directly
pseudo inverse matrix J*(g) respect to time. But
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this work costs burden of calculation. From
equation (11) one gets

J (@) (@) (@) =T (q). (15)

By differentiating (16) with respect to time one
obtains

T @)@ (@)]+ T (@)[J(g)T" (q)]
+I (@[T (q)T " (@)] = " (q).
(16)
So we get
T (q)={I"(q) = T (@[S (g)T" (q)]
—J (@ (@)Jd" (@} (@)T" (q)] .
(7
Substituting (17) into (14) yields
G=J(q)&+{J"(q)— T (q)[J(q)J" (q)]
~J (@I (@) (@]} I (@) (9)] &
(18)

The equations (12) and (18) show that the vector
of generalized velocity ¢(¢) and acceleration

d(t) can be determined at time ¢, if the vector of
joint variable ¢q(¢) is known. The following
section presents a method to get joint variables.

2.2 Determination joint variables by Taylor
expand

Assuming that at time ¢, joint coordinates
g, = q(t,) are known. These joint variables at
the time ¢, =t + At will be found. Using

k+1
Taylor development g(¢) around ¢ = ¢, as

q(t) = q(t, + At)
= q(t) + ()AL HEEIAL + .

If taking only two first terms, and putting (5) into
(12) one gets

q(t) = q(t, + At)
=q(t,)+ J' (@)z(t, )At.

If taking three first terms, and putting (12) and
(18) into (19) one gets

q(t) = q(t, + At) = q(t,) + T (q)a(t,)At
+ 3T (@)d + T (q)d], AL

(19)

(20)

(21)
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Thus, the generalized coordinates are determined
by equations (20) or (21). With the formulae (20)
the calculation is simple but by using formula
(21), the precision is better but it costs a burden
of calculation. In this paper, the formula (20) is
used with an adjustion to get the solution with
higher accuracy.

2.3 Determination joint variables by error
adjustion

a) Error adjustion at beginning time ¢,

At time ¢ =t , a good approximation g, of g,
corresponding to @, = x(¢,) is chosen. The better
solution will be found as follows

q, = q, + Ag, (22)
where Ag, is an error required to find. Putting

(22) into equation (1), and applying Taylor
expansion, we get

z, = f(q,) = f(a, + Aq,)
= f(q,) +J(q,)Aq, + ...

Taking only two first terms in (23) one obtains

J(G,)0q, =z, — £(d,). (24)
Solving this set of linear equations for Agq,
yields

Aq, = J"(q,)[z, — £(q,)].
Taking ¢, = g, + Agq, to be new approximation
of g,. Checking the condition, if
[£(0) — £(g,)| > €. ¢ is an allowable error, then

(23)

repeat the solving (24) until [=(0) — f(q,)| < €.

The generalized velocities ¢, and accelerator
g, at time ¢, are obtained by putting the initial
values of g, into (12) and (14).

b) Error adjustion at time ¢, ,,
Firstly, taking g,,, to be a good approximation
of g, thatis found by (20)

q(t.,,) = q(t,) + J* (q,)2(t,)At (24)
Then, the better approximation of ¢,., will be
determined by

q(t,,) = a(t,) + Agyy,y (25)
with Ag,_, is the error needed to be found.
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Putting (25) into equation (1) then using taylor
expansion

z,., = flg..,) = f(@., +Agq,.)
= f(a,,.,)+J(,.,)Aq,, +..
Taking two first terms in the expansion, the linear
equation for Agq,,, isgiven as
J(@)Aq, =2, — f(d0) - (26)

Similarly to (24), equation (26) has several
solutions, here we take the one with smallest
norm as follows:

Aqy,, = J(q )z, — (@) (27)
Taking gq,,, =4q,,, +Agq,,, to be the new
approximation of g, ., , then cheking condition, if
|,.. — £(@...)| > €. then repeating of solving
(26) until |z, — f(@,.,)|<e is satisfied.
Putting the obtained value g, ., into (12) and (14)
we get ¢,., and g,.,. The block diagram of the
algorithm is shown in Fig. 1.

Considering the nullspace of the jacobian matrix
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q=J"(q)z+[E—-J (q))(q)z (28)
where =z, € R" is an arbitrary vector and
E € R"™ is aunit matrix.

By choosing vector advantages of the

redundancy are exploited (avoiding obtacles,
singularities in configuration, impact with joint
limitation). In this paper, the vector z, is chosen

as

z(}

z, = —« 9¢(a) (29)
Jq
with constant « and
2
1~ [La—g
oq)==) ¢ [— : (30)
2 ; QiM - qzm

where ¢,,,, ¢,, and g, are maximal, minimal and

average values of joint variables respectively;
¢, > 0 are weighting coefficients.

Differentiating (28) with respect to time one
obtains

G=J (g} +J" (g +

J(q), the solution of linear equation (2) can be [E— T ()T(q)]3, — 41T (0)T(q)]2, (31)
written in the following form:

z(t)

&(t) > q

#(t) > g=J — 1 »| Adjustment >

q
z, = z(0) | solving for
° i q, p
Determ. § |—»

Fig. 1. Block diagram of the algorithm

3. Numerical Simulations
3.1 Case of planar manipulator

In this section, some simulations in universal
software Matlab is implemented to illustrate the
presented algorithm. Let us consider a 5-DOF
planar manipulator moving in the vertical plane.
The i" link has a length of I,. The model of the
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manipulator and its parameters are shown in Fig.
2 and Table 1.

Table 1. Some parameters of the manipulator

Link i
I [m]

1
0.55

2
0.50

3
0.45

4
0.40

5
0.20
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Fig. 2. A 5-DOF planar manipulator

In this simulation, the end-effector (link 5) will be
forced to move at the velocity of 0.5 m/s along a
circular trajectory, while its orientation is
constant, ¢ = 1.0 rad. The trajectory has a center

at (z,, y,) = (0.8, 0.5) m and radius of R= 0.3

m.
The result of the forward kinematics, one yields

z = f(q),
iLk Sin(;zl qi)
) =| b cos(a)

where = =[z y ¢]" is a vector containing

position (z, y) and orientation ¢ of the end-
effector; q=][q ¢ ¢ q, ¢,]' is a vector of
joint angles.

A. Without consideration of joint limitations

In case the vector z, is chosen to be a null-

vector, it means the limitation of joint variables is
not taken into account. The simulation results are
shown in figures 3 and 4. Fig. 3 shows the joint
variable and its derivatives. And fig. 4 shows the
error of position and orientation of the end-
effectors.
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q5
o
A
—
\jxi‘
):/
—
s

time [s]

Fig. 3. Time history of joint variables and its
derivatievs: ¢,(t) (continuous lines) and ¢,(¢)

(dashed lines) [t =1,...,5]
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time [s]

Fig. 4. Position and orientation errors

The results show that although the motion of the
end-effector is periodic and repeated serveral
times, but joint variables are changed to increase
or decrease after each period. If working time is
longer, these joint variables may exceed their
limitations. The position and orientation error are
very small.

B. Consideration of joint limitations

We consider the case, in wich the limitation of
joint variables is taken into account with
¢,y =2.5 rad, ¢, =—2.5 rad, g, = 0. In this

simulation we chose coefficients ¢, =1,

k=-50 (¢=1,...,5). The simulation results

are shown in figures 5 and 6. Fig. 5 shows the
joint variable and its derivatives. Fig. 6 shows the
error of position and orientation of the end-
effectors.
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~—~
d
N
-

R

time [s]

Fig. 5. Time history of joint variables and its
derivatievs: ¢,(t) (continuous lines) and ¢;(t)
(dashed lines) [¢ = 1,...,5]
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e [m]
-

e, [ml

time [s]

Fig. 4. Position and orientation errors

Similar to the previous case, the position and
orientation error are very small. But the
considerable feature in this case is that the joint
variables are changed and repeats periodically
within its limitations.

3.2 Case of spatial manipulator

Let us consider a 5-DOF spatial manipulator. The
i" link has a length of L;. The model of the
manipulator and its parameters are shown in Fig.
7 and Table 2.

Table 2. Some parameters of the manipulator

Link i Length Values (m)
1 l, 0.60
2 l, 0.50
3 I 0.25
4 l, 0.25
5 I 0.35

Nguyen Van Khnag et al

Fig. 7. Manipulator in three dimensions

Table 3. Denavit-Hartenberg parameters
Link i 0, d, a; @;

1 4 A 0 s

2 im+gq 0 L 0

3 |HAg—4m| 0 | 0| 34n

4 Q4 L+1, | 0| —ix

5 im—gq, 0 L 0

Joint limitations:
g, =2.5rad, q,, =-2.5rad, ¢, =0,
1=1,...,5

In order to obtain the coordinates of the end-
effector depending on joint variables the Denavit-
Hartenberg convention is applied. With the
parameters shown in Table 3, the position of end-
effector in the fixed frame are determined as

Ty = —cq,5¢,l, +(cq,c,5¢; — €q,5¢,¢4; )y
+(cq,c4,50; — cq,59,¢43),
+H(5¢504,C150,5G5 + 5G,C4,¢q,CCq,
—5055¢,54,

_Cq56q18q2cq3 + Cq5cqlcq28q3 )l’)
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Yp = _5915‘]2l2 + (3%6925‘]3 — 8¢,545Cq3 )lfs O'S/VW
+H(sq,0q,50; — 5,850,045 )4 NN S x\ / R -
+(545€4,5¢,5¢:545 + 5G54,5¢,€,C 5 & \ / | | \ f |

05 ---- 4+ - === I— B
+845¢4,89, ° :\] ! A\]{ ! \ ! \i
—C58,505C; + Cq55¢,C 555 )l; 1 5 : L . 0
2y =1 +cql, + (cqueqy + 5,5, )l time fs]
2 \ \ \ \
+(CQQCQ3 + 59,54, )l4 M
+(cq,50;5q,¢4; — €q,545¢4,5G; tr——- T Vo T
+Cq5C05Cq; + CG55G554; )l oF - - /4\\\/’\ - —/‘/Cf\f - K}
™~/ | | | |
In this simulation, the end-effector (point E) will ! ! ! /
be forced to move at the velocity of 0.5 m/s 15 > 4 5 s 0
along a circular trajectory. The trajectory has a time [s]
center at (v, y.) = (0.0, 0.4, 0.5) m and radius Fig. 8. Time history of joint variables and its
of R=0.2m. derivatievs: ¢;(t) (continuous lines) and ¢, (t)
The simulation results are shown in figures 8 and (dashed lines) [i = 1,...,5]

9. Fig. 8 shows the joint variable and its
derivatives. And fig. 9 shows the error of
position and orientation of the end-effectors.

2

=

Ay
o

e, [m)
o

N

T =
=
| —
E—
|

(I

| |
| | | |
1 1 1 1
0 2 4 6 8 10
time [s]

Fig. 9. Position error

time [s]
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The results show that although the relation
between x and g - the function f(z,q) - is
very complicated but the obtained results have a
high accuracy at about 10 and the diagrams of
the joint variables have periodic form within their

limitations. Hence, the impact with joint limits
can be avoided.

4, Conclusion

This paper presents a new algorithm to solve the
inverse kinematics of redundant manipulators, in
which the joint variables have been adjusted to
improve the accuracy of the solutions. The
effectiveness of the proposed method is
demonstrated by means of numerical experiments
with the redundant planar manipulator as well as
the spatial one.
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Abstract

The spatial strain and displacement of a cracked solar panel of a satellite subjected to thermal
loading is investigated in this paper. The purpose is to reveal the distortion of the spatial strain
when there is a crack existence. A cracked solar panel is modelled by Finite Element Method
(FEM) using ALGOR™ software. When the solar panel is exposed to the sun, one side of the
panel is heated by the sun and the other side is in the shadow. Thus, there is a temperature
difference between the two sides leading to the bending of the solar panel. The temperature
profile of the panel is calculated by Steady State Heat Transfer Analysis and the bending of the
panel is analyzed by Static Analysis of ALGOR™., When there is a crack, the strain distribution
across the crack can be distorted at the crack area. However, the distortion of the strain caused
by a small crack is usually small and difficult to detect visually. In order to detect such small
distortion, Wavelet Transform with its capacity of local analysis is used. Simulation results
obtained from FEM and data processing technique using Wavelet Transform are promising. It is
shown that the wavelet-based method for early crack detection can be used for on-orbit
structural health monitoring of satellite structures subjected to thermal loading.
high accelerations and vibrations. When
working on the orbit it can be subjected to
collision with micrometeorites, space junk,

1. Introduction

The mechanical structure of a satellite

plays an important role in ensuring reliable
operation in space of certain process such as
separation from the launcher, deployment
and orientation of solar panels, precise
pointing of satellite antennae, operation of
rotating part and so on. In general, a satellite
is facing to the launching as well as working
conditions on its orbit. During the launch
phase, the satellite structure is acted on by

and charged particles floating in space. In
addition, some parts of the satellite structure
exposed to the sun, such as antennae or solar
panels, are suffered to thermal cycles
throughout its lifetime. The temperatures can
be several hundred degrees Celsius on the
side facing the sun and several tens of
degrees below zero degrees Celsius on the
shaded side. This temperature difference
leads to the different thermal expansions of
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the two sides. As a result, there is a distortion
of the structure. This distortion is repeated
during the lifetime of the structure. All the
above harsh conditions can result in damages
in the form of cracks in the mechanical
structure of the satellite. If there are cracks in
the parts exposed to the sun, the development
of these cracks due to further repeated
loading can lead to structural failure.
Therefore, online monitoring and assessing
the integrity of the mechanical structure of
the satellite needs to be carried out.

There are several works carried out on
satellite structural analysis under thermal
loading. Shin, Kim, Hong, Lee [2] studied
the thermal expansion of graphite/epoxy
composite materials to predict the failure
thermal cycles of composite laminates
exposed to attack of low-earth orbit
environment. In other work [3], these authors
presented transient analyzes to predict the
thermal distortion of the Korea Multi-
Purposes Satellite solar array on its orbit. In
their work, the temperature distribution and
thermal distortion of the solar array were
calculated to evaluate the degradation effect
of the composite facesheets in the low-earth
orbit. Abdelal G. et al [4, 5] used finite
difference and finite element methods to
analyze the thermal fatigue of a small-
satellite structure. The temperature profile of
the structure was first calculated by finite
difference analysis and then, thermal fatigue
analysis is performed applying finite-element
analysis to calculate the resultant damage due
to on-orbit cyclic stresses, and structure
deformations at the payload and attitude
determination and  control  subsystem
equipments seats, and solar panel structures.
Recently, Liua Y., Li G. Jiang L. [6]
developed a thermal network model for
studying the temperature variation of
complicated structure satellite surfaces. The
solar incident areas were simulated by means
of Monte Carlo ray tracing method. The non-
uniformity and the instability of solar
radiation were investigated for analysis
variation of antenna temperature fields in
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detail. Their results showed non-uniformity
irradiation effects are greater than those of
instability for this kind of geometry
sheltering structure. However, as the best
knowledge of the authors of this paper,
research on damage detection techniques
based on thermal loading applied for on orbit
satellite structural health monitoring are
almost void.

There are different analytical techniques
based on different structural response signals
which may be applied for the purpose of
damage detection such as: vibration
response, static response, acoustic response,
etc. In these techniques the damage can be
detected by using the changes in frequency

mode shape, mode shape curvatures,
flexibility matrix, or using damage index,
artificial neural networks, and wavelet

transform. Many authors applied successfully
these methods for structural damage
detection [7, 8, 9, 10, 11, 12]. However, most
of the current works on damage detection are
applied for earth-based structures under
mechanical excitation forces, not thermal
loading.

In the last decade, the wavelet transform
has emerged as an efficient tool for signal
processing due to its flexibility and precision
in time and frequency resolution. Some
authors have applied spatial wavelet
transform for crack detection of structures
subjected to static loads [13, 14, 15, 16]. The
spatially distributed structural response
measurements have been used in order to
extract the crack position using wavelet
transform. The minor localized damage
induced significant changes of the wavelet
coefficients at the location of the damage. In
other works [17, 18, 19, 20], wavelet-based
approaches were applied to investigate the
crack using dynamic responses of cracked
structures under external excitations. Cracks
were detected by using wavelet analysis of
deflections or mode shapes of the cracked
structures. Recently [21], the author of this
paper proposed a wavelet based method for
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crack detection by analyzing the time history
signals of a breathing crack of structures.

From the above reviews, the aim of the
work is to extend the state of the art of
structural health monitoring by applying
wavelet based technique for crack detection
of satellite structures subjected to thermal
loading. In this work, strain signals of an on-
orbit mechanical cracked solar panel of a
satellite subjected to thermal loading will be
simulated by FEM and investigated by
wavelet analysis to detect the crack.

2. Continuous Wavelet Transform
background

Wavelet transform analysis uses little
wavelike function known as wavelet. A more
accurate description is that a wavelet is a
function which has local wavelike properties.
The continuous wavelet transform (CWT) is
defined as follows [22]:

W)= | j f (O (t bj 1)

Where, a is a real number called scale or
dilation, b is a real number called position,
W(a,b) are wavelet coefficients at scale a and

position b, f(t) is input signal, 1//(—] is
a

. * t_b .
wavelet function, and y | —— | is complex
a
. (t — b)
conjugate of w| — |.
a

If denote l//a’b(t)=%l//*(%j, the

wavelet transform (5.1) can be simplified as:
W(a,b) = j f (t)y, @)

In order to be classified as a wavelet, a
function must satisfy certain mathematical
criteria, they are:

1) A wavelet must have finite energy:
E = [lp(t) dt <o @3)
2) If 1,/7((0) is Fourier transform of 1//(t), ie

= [y(tle™at (4)

then the following condition must be
satisfied:

o)’

(0

C

g

dow < © (5)

O"_-8

This implies that the wavelet has no zero
frequency component: 17(0) =0,

j w(t)e “dt=0 whenw=0 (6)

or in other words, the wavelet must have a
Z€ero mean:

Jwtdt=0 ™

3) An additional criterion is that, for complex
wavelets, the Fourier transform must both be
real and vanish for negative frequencies.

Inverse wavelet transform

Wavelet transform has its inverse
transform:
+00+00 d
fO=C;' | [Waby,.do—> @
where 7
w(&)
o j| o o

Equation (28) can be rewritten as follows:

f(t)= C;lTa‘{TW(a, b)y/a,bdb}da (10)
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3. Simulation of an on-orbit cracked
solar panel subjected to thermal
loading using ALGOR

When the satellite just comes out of the
shadow of the earth, one side of the solar
panel of is heated by sun and other side is
shadowed by the panel itself. This leads to
the difference of temperatures on the two
surfaces of the solar panel and this difference
continuously varies along the orbit until the
satellite enters the earth’s shadow. The
difference of temperatures and their changes
on two sides of a solar panel moving on orbit
were investigated by Shin et al [3]. In their
work, the temperatures on the two sides of
the solar panel were calculated from the
environment conditions on low earth orbit
and they concluded that the maximum
temperature on the panel is about 60 °C, and
the maximum difference of temperatures on
the two sides is about 5 °C. In our work, the
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calculation of temperatures on the surfaces of
the panel is not the objective, thus some
extrem scenarios (see Table 1) of
temperatures of the solar panel taken from
[3] will be used as the input for calculating
the temperature profile of the panel. From
this, the thermal expansion and bending of
the panel will be analyzed. In this work, the
temperature profile of the panel is calculated
by Steady State Heat Transfer Analysis and
the thermal expansion and bending of the
panel is analyzed by Static Analysis of
ALGOR™,

In this paper, the simulation is carried out
for the solar panel of a satellite made in the
Department of Aerospace Engineering and
Engineering Mechanics, the University of
Texas at Austin, US (see Fig. 1). The
structure of the solar panel is honeycomb
with the dimensions of 300 x 217 x 6.35 mm.
The material parameters of honeycomb are
given in Table 2.

Fig. 1. A honeycomb solar panel
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A crack with the length of 100mm is
made at the middle of the panel. Four levels
of the crack from zero to 5% have been
applied. These five cases are numbered as in
Table 3. The finite element mesh of the
cracked panel and the closed up crack are
showed in Figs 2 and 3.

the crack

Table 1. Scenarios of temperatures on the
two surfaces of the panel

Scenario Temperature on Temperature on

heated side (°C) shade side (°C)
1 60 59
2 60 55

Zz

L.

Fig. 2. Finite element model of the cracked solar panel

Strains

The crack

Fig. 3. Closed up crack

Table 2. Material properties of the panel

Density  Specific ~ Thermal Thermal  Poisson’s Module of elasticity
(kg/m®) heat conductivity expansion coefficien (GPa)
kgK)  (W/mK)  coefficient t
(10°m/m K) Eu Ez G
48 921 2.1 23.76 0.3 0.41 0.24 0.15
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Table 3. Four cases with cracks of varying
depths

Case Crack depth (%)
1 0
2 1
3 2
4 5

4. Crack detection

4.1. Crack detection by noise free signals

In this paper, the crack detection is
investigated with both cases, noise free and
polluted signals. The noise free signal is first
analyzed. When the panel is expanded and
bent, the strain distributions along the panel
may have a sudden change or distortion at

*x10°
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the location of the crack. In general, when
the crack is small, the distortion of the strain
is small that it can not be detected visually.
In such a case, the wavelet transform is
applied to analyze this local distortion. In this
study, the strain distribution across the crack
(see Fig. 3) obtained from finite element
analysis will be used to investigate the
distortion caused by the crack. The
continuous wavelet coefficient extracted at
level 2 with wavelet function “Db2” was
found suitable for the purpose of crack
detection.

As can be seen in Fig. 4, the strain (upper
graph) and its wavelet coefficients (lower
graph) are quite smooth when there is no
crack on the panel. In other words, when
there is no crack, the strain distribution and
its wavelet transform present no distortions.

0.03

0.04
Position (m)

Wavelet coefficient
[T
T T
\

0.03

0.04
Position (m)

0.05

Fig. 4. Strain distribution and its wavelet transform. Crack depth is 0%, temperature
difference is 5 °C

However, when there is a crack, there are
distortions at the crack position in strain
distribution and its wavelet transform. When
the crack depth is small, (1% and 2% of the
thickness of the panel), there are distortions
in the strain distributions (see upper graphs
in Figs. from 5 to 8). However, these
distortions are so small that it is difficult to
observe the level of the distortions as well as
to pinpoint the position of the crack.
Meanwhile, in the lower graphs of these
figures, the distortions of the strain

distributions are amplified clearly by
significant peaks in the wavelet transforms,
and these peaks point out exactly the position
of the crack.

When the crack depth is 5% of the
thickness, the distortions of the strain
distributions of two scenarios 1 and 2 are
presented visually as peaks in upper graphs
of Figs. 9 and 10. The locations of these
peaks are the same with the crack location. In
the lower graphs, the significant peaks of the
wavelet transforms of these strain
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distributions are presented and their positions
are at the same positions of the peaks in the
strain distributions. These imply that, we can
detect the distortions in strain distribution as
well as its wavelet transform when the crack
depth is large up to 5% of the thickness.
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4. 1. Influence of the noise

The influence of the noise on the method
was also carried out in this work. In order to
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simulate the polluted measurements, the
white noise is added to the calculated
responses of the beam. The noisy strain is
calculated as following formula:

Enoiy =&+ E No(e) (11)

noisy
where gnisy IS the noisy displacement. E, is
the noise level and N is a standard normal
distribution vector with zero mean value and
unit standard deviation. ¢ is the strain
distribution obtained from the numerical
simulation, and o(g) is its standard deviation

Figs. from 10 to 13 show the strain
distribution and their wavelet transforms
with 5% noise for the crack depths of 1% and
5% subjected to the temperature difference
between two sides of the panel of 1°C and 5
°C, respectively.
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Figs. 14 and 15 present similar results for
the crack depth of 5%. From these results it
is concluded that for the crack depth as small
as 1%, the proposed method can be applied
for the strain signals with 5% noise. When
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the crack depth is larger, the method can be
applied for the strain signals polluted up to
15% noise.
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Fig. 16. Crack depth is 5%, temperature
difference is 5 °C, 15% white noise

5. Conclusions

A technique for on-orbit structural health
monitoring of the mechanical structure of a
satellite under thermal loading based on
wavelet transform is presented. The
simulation results of the case studies with
thermal load are promising. The conclusion
remarks are as follows:

— The existence of the crack can be detected
from the strain distribution and its wavelet
transform.

— When the crack size is small, the
distortion of the strain distribution at the
crack position is small and difficult to be
detected visually. The wavelet transform
is needed for crack detection and it
showed good results.

— When the crack size is large, the
distortions of strains can be detected
visually. In this case, both strain and its
wavelet transform can be used to detect
the crack.

— The proposed method can be applied for
the polluted signals with up to 15% noise
for a crack depth as small as 5%.

The advantage of the method is that no
information of the intact structure is needed.
The method exploits the natural thermal load

from the satellite environment, thus it does
not need to apply any load on the satellite
structure. The proposed technique is very
sensitive to the crack depth since it can detect
the crack as small as 1%.

To validate the method presented herein,
experimental testing needs to be carried out
at a future date.
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Abstract

The influence of the road unevenness on the dynamic response of a moving vehicle as well
as the method for detecting a multi-cracked beam-like structure is presented in this report.
According to the principle of Saint-Venant, the stress field of a cracked structure is only
affected in the region adjacent to the crack. Therefore, the dynamic response of the bridge-
vehicle system is distorted at the moments when the vehicle is passing by crack regions. In
general, distortions in the dynamic response caused by the cracks are small and difficult to
detect visually. A method for detecting these small distortions is proposed based on the wavelet
transform which has recently been applied widely for crack detection problem. When the road
unevenness is taken in to account, it will influence the dynamic response of the system and the
crack detection result in comparison with the case when the road unevenness is not presented.
Numerical results show in this report that the wavelet based method for crack detection of the
cracked beam-like structure can still be applied regarded to the road roughness. The proposed
method can successfully be applied with the surface irregularity depth up to 0.5m, and with the
random different angular phase of the road unevenness function up to 4%.

Keywords: Crack detection, damage detection, moving vehicle, moving load, wavelet transform,
wavel et-based method, road unevenness, road surface roughness.

researchers. Hu and Liang [4] proposed an
integrated approach to detect cracks using the
knowledge of changes in natural frequencies.

Many methods for crack detection In their work, the spring model and
problem in mechanical structures has been continuum damage model were combined to
investigated and developed widely in the last calculate crack locations and crack depths.

I. Introduction

two decades as reviewed by Dimarogonas
[1], Salawu [2] and Doebling et al. [3]. In the
crack detection problem, non-destructive
methods based on the changes in the

dynamic  properties of the structure
(frequencies, mode  shapes, transfer
functions) has been attracted many

Based on this approach, Patil and Maiti [5]
developed a technique for detection of
multiple cracks in slender beams which
extends the scope of the method given in [4]
from a single segment beam to multi-
segment beams and eliminates the symbolic
computation to determine the uncracked
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beam mode shapes. Pandey et al [6] proposed
the application of mode shape curvature in
detecting damage. The reduction in cross
section caused by the damage tends to
increase the curvature of the mode shapes in
the vicinity of the damage. Khoo et al [7]
presented modal analysis techniques to
monitor a wooden wall structure. The
significant changes in natural frequencies
were used to detect the existence of damage
and to identify modes that are sensitive to
damage. The damage location was
determined by comparison of the
deformation of identified mode shapes before
and after damage.

Recently, the wavelet transform has
emerged as an efficient tool for signal
processing due to its flexibility and precision
in time and frequency resolution. The
effectiveness of the continuous wavelet
transform (CWT) in terms of its capability to
estimate the Lipschitz exponent was studied
by Hong et al [7]. In their study, the
magnitude of the Lipschitz exponent was
used as an indicator of damage severity when
studying bending mode shapes of a cracked
beam. Lu and Hsu [8] proposed a method
based on the wavelet transform for detection
of structural damage. The minor localized
damage induced significant changes of the
wavelet coefficients at the location of the
damage. Ovanesova and Suarez [9] used
wavelet transform to analyse the deflection
of an open cracked beam. The position of the
crack was found using bior6.8 wavelet.
These authors have also developed the
method for application to frame structures
and obtained satisfactory results. Loutridis et
al [10] presented a wavelet based method to
detect cracks in a double-cracked beam. The
fundamental vibration mode of a double-
cracked cantilever beam was investigated
using CWT. The crack locations were
determined by the sudden changes in the
spatial variation of the transformed response.
The author of this paper and his co-author
[11] presented a method for remote
monitoring the cracked structure using the

breathing crack phenomenon and wavelet
transform. In this study the crack is detected
by analyzing the discontinuity of the
dynamic response obtained from only one
measurement point.

The analysis of continuous elastic systems
subjected to moving subsystems has been a
topic of interest for well over a century. Parhi
and Behera [12] presented an analytical
method along with the experimental
verification to study the dynamic behavior of
a cracked beam under a moving mass. The
differential equations involved in analyzing
the dynamic deflection of the cantilever
beam were solved by the Runge-Kutta
algorism. Lee et al. [13] proposed a
procedure consisting of identification of the

operational modal properties and the
assessment of damage locations and
severities. The modal parameters were

identified from the free-decay signals
extracted using the random decrement
method. The damage was assessed based on
the estimated modal parameters using the
neural networks technique. Bilello and
Bergman [14] studied damaged beams under
a moving load. The damages were modeled
by rotational springs whose compliance is
evaluated using linear elastic fracture
mechanics. Recently, Zhu and Law [15]
analyzed the operational deflection time
history of the bridge subjected to a moving
vehicular load based on CWT. Baeza and
Ouyang [16] studied the vibration of a truss
structure composed of a number of rigidly
connected  Timoshenko  beams.  The
excitation is provided by a moving oscillator
of an unsprung mass that supports another
mass through a spring (oscillator) and moves
on top of the truss structure. Most of the
current methods apply dynamic responses
obtained from points on the bridge for crack
detection.

This study presents the influence of the
road surface unevenness on the wavelet
based technique for crack detection using
dynamic response of a cracked beam-like
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of a beam-like structure subjected to moving vehicle

structure measured directly on the moving
vehicle.

I1. Vibration of a beam-like structure
under moving vehicle

11.1. Intact beam

Consider the bridge—vehicle system as
shown in Fig. 1. The half -vehicle model is
adopted in this investigation. The bridge is
modelled as an Euler-Bernoulli beam.
Regarding to the surface unevenness of the
bridge, the governing equation of motion for
the bridge—vehicle system can be derived as
follows:

lpb, 00 0lfd] |bg+ble bg-be -bg be ||d;
0 m 0 0|d| |bg-be c+c -q -¢ |/d
0 0 m O0||d, ~be -¢  ¢g+c 0 ||d,
0 0 0 mld, b,c, -¢, 0 c+cld,
kbo? +kb? kb —kb, —kb kb, |(d 0
kb1 kb k1+k2 _kl _k2 d2 = 0 (1)
—1Q ko ketk, 0 [|dy [ ] ksfu +r(x)]+cy
K, 0 Ktk |ld) [K[u, +100)]+c,u,
_ b b v
centre of gravity }———— — >
g % d
1 1
£ poeog kp e
n_| n
| SRR E=
//— T~ - u]: ______ JZT ~~~~~~~~~~~~~~~~ ’,J./
PG e > X > PSS e
X

Fig 1. A beam-like bridge under moving vehicle

MD+CD+KD=N,"f, +NJf, (2

where the displacements underneath the tyres
are given:

Yy =u (X)) +r(x) 3)
Yo = U, (X 1) +1(X,) 4)
with r(x) = %{1 cos( ZIﬂXH (5)

and the interaction forces between the
vehicle and the bridge can be written as:
u b, 1,d, +mb,d
=—mlg—mld3—m°g2— oGy +My0,0,
b, +Db, b, +Db,
+  mygh IOdl + mob1d2
f,=— -md, — -
(7

Here lo, by, by, My, my, My, ki, ko ks, Ky €y,
G2, C3, C4 are vehicle parameters as shown in
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Fig. 1; d;, d,, d3, d; denote the vehicle
degrees of freedom; v is the vehicle velocity;
u;, U, are the vertical displacements of the
contact points and equal to the vertical
displacement of the beam at the contact

positions; where dy,, and | are the surface
irregularity depth and length, respectively.
M, C and K are structural mass, damping
and stiffness matrices; f; and f, are the
interaction forces acting on the beam for
contact points 1 and 2; g is gravitational
acceleration; N' is the transposition of the
shape functions at the position x of the
interaction force; d is the nodal displacement

Khoa Viet Nguyen, Hai Thanh Tran and Dung Dinh Nguyen

of the beam. The displacement of the beam u
at the arbitrary position x can be obtained
from the shape functions N and the nodal
displacement - column matrix D as [17]:

u=ND (8)

The shape function of an element can be
obtained as:

N=[N, N, N, N,] 9)

Substituting (8) and (9) into equations (1)
and (2) yields:

M ifoa Zleinyi mN; mN] (D
o 1, o o o |%
0o 0 m, o o |%|*
0o 0 0 m o |&
0 0 0 o m |\%
- C {0} {0} {0 {0 |D
0 blzcl + b22C2 blcl - bzcz - blcl bzcz dl
+ [O] blcl bzcz G +6G -G -G dz +
_C3N1 _blcl -G C+6G 0 C:|3
-c,N, b,c, -C, 0 c,+¢, |\ d,
[ K 0 0 0 0 D 2
0 k1b12‘|'k2b22 k1b1_k2bz _klb.l _kzbz d1 i1 Nt
¥ 0 kb -kb, k+k, -k -k, |d,|_| ©
- ka N1 % N1XX1 - klbl - kl kl + k3 0 d3 K r(zx )
| —k,N; —¢,N, %, -k,b, -k, 0 k, +k, |\ d, kjr(xi)
(10)
where: c b2
f . » 1 b1+b2m°g mg,
Toheh T T b f =2 mg-mg 12)
b +b,
L S T . -
v b +b, y2 b +b, where the subscript x implies the

differentiation with respect to x.
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11.2. Multi-cracked beam like structure

Fig. 2 shows a uniform beam-like
structure divided into Q elements with R
cracks situated in R different elements. It is
assumed that the cracks only affect the
stiffness, while the mass and damping
coefficient of the beam remain constant.
According to the principle of Saint-Venant,
the stress field is only affected in the region
adjacent to the crack. Therefore, the element
stiffness matrices of intact elements can be

considered  unchanged under  certain
limitations of element sizes, thus only the
element stiffness matrices of cracked

elements are changed. An element stiffness
matrix of a cracked element can be obtained
as follows [18]: Neglecting shear action, the
strain energy of an element without a crack
can be written as:

1
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W@=——-Mﬂ+MM2+P' (13)
2El 3

where P and M are the shear and bending
internal forces at the right node of the
element (Fig. 2). The additional stress energy
of a crack has been calculated from fracture
mechanics and the flexibility coefficients are
obtained by a stress intensity factor in the
linear elastic range, using Castigliano’s
theorem. For a rectangular beam with the
thickness h, the width b, and the additional
energy due to the crack can be written as

W =b§(<Ks +KF)  @rvKi ]da

E’' E
(14)
! ! E
where E' = E for plane stress, E :l 5
-V

for plane strain and a is the crack depth, and
Ki, Ky, Ky are stress intensity factor for
opening type, sliding type and tearing type
cracks, respectively.

The generic component of the flexibility

matrix C of the intact element can be
calculated as

"‘ij(o) aZW (©) _ J 2:
OP,oP, (15)
P,=P; P,=M

The additional flexibility coefficient is
27 (D)

~ W -
¢ :8_; i,j=12;

OP,; 0P, (16)
P=P; P,=M
Therefore, the total flexibility coefficient
Eij = Eij(O) + Eij(l) (17)
By the principle of virtual work the

stiffness matrix of the cracked element can
be expressed as:

K, =T'C'T (18)
where
1 -L 1 o)
T= (19)
0 -1 01

Substituting global matrices M, C, and K
of the cracked beam into equation (10) and
solving this equation by the Newmark
method, the dynamic responses of the vehicle
and the beam will be obtained.

I11. Wavelet transform

The continuous wavelet transform is
defined as follows [19]:

t=b
a

MKaM:j%ffmw( jm (20)

where a is a real number called scale or
dilation, b is a real number called position,
W(a,b) are wavelet coefficients at scale a and

position b, f(t) is input signal, W(t—b/a)is
y'(t-bl/a) is
complex conjugate of l//(t—b/a). In order

wavelet function and
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to simplify the expression of the wavelet
transform, denote

1 .
Vap(t) = EW (t _b/a)’

the wavelet transform (20) can be written:

+00

W(a,b) = j f (t)y, ot

—0

(21)

V. Case study

The numerical simulation is carried out
for a beam with two cracks at locations of
Lc,;=L/3 and Lc,=2L/3 is analyzed. In this
study, the crack depths of the two cracks are
identical. Parameters of the beam are as
follows: Mass density is 7855 kg/m®
modulus of elasticity E=2.1x10™ N/m?; L=50
m; b=1 m; h=2 m. Modal damping ratios for
all modes are equal to 0.01. Vehicle
parameters are described as follows:
mMy=12404 kg; my=m,=725.4 kg; k;=1969034
N/m; k,=727812 N/m; ks=4735000 N/m;
k,=1972900 N/m; c,=7181.8 Ns/m;
C,=2189.6 Ns/m; c;=c,=0 Ns/m; 1,=172160
kg.mz; b;=b,=3 m. The displacement-time
history of the moving vehicle is obtained to
investigate the influence of the road surface
unevenness on the crack detection. When the
beam is cracked, the local distortions caused
by the cracks are well detected by the CWT.

Displacement {m)
s =
<
L

Wavelet coefficient
T T
L é L

VWavelet coefficient

Displacement {m)

s
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When the road surface roughness is taken
into account, although the peaks caused by
the cracks are less clear, they can still be
used to detect the cracks up to the road
irregularity depth of 0.5 m.

1V.1. Influence of the surface irregularity
depth

In order to detect local distortions in the
dynamic response of the vehicle due to the
presence of cracks, the wavelet transform is
applied. The velocity of the vehicle is v=1
m/s. Fig. 2 shows the vertical displacement
of the vehicle and its wavelet transform for
the crack depth of 30 % and 50 % of the
beam height. As can be seen in this graphs,
regardless to the road surface roughness, the
wavelet transforms clearly show four peaks
at t=10.6 s, 16.6 s, 27.4 s, and 33.4 s. The
peaks at t=10.6 s and t=16.6 s correspond to
the moments when the first leg and the
second leg of the vehicle pass by the location
of L/3 of the beam, while the peaks at t=27.4
s and t=33.4 s correspond to that of 2L/3. The
peaks of the wavelet transforms imply that
there are distortions in the dynamic response
of the vehicle at moments when the two legs
pass by the crack positions. Therefore, the
peaks in the wavelet transform indicate the
existence of the cracks. The crack locations
can be easily ascertained from the positions
of the peaks and the velocity of the vehicle.

0 5 10 15 20 2% 30 ki 40
Time (s)

B s e e
T T
é

|
0 5 10 15 2 % 30 35 40
Time (s)

|
0 5 10 15 20 2% 30 3 40
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Fig. 2. Displacement and its wavelet transform: dy, =0; crack depth: a) 30%; b) 50%

When the road surface unevenness is
taken into account, these peaks in the wavelet

transforms become less clear. As can be seen
in Fig. 3 and 4, when the surface irregularity
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depth is 0.3 m and 0.5 m, the peaks at
moments t=16.6 s and 27.4 s become smaller.
However, the cracks are still be detected by

significant peaks at t=10.6 s and 33.4 s with
the irregularity depth up to 0.5m.
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Fig. 4. Displacement and its wavelet transform: d,;=0.5m; crack depth: a) 30%; b) 50%

1V.2. Influence of the noise

In order to simulate the influence of the
noisy measurements, white noise is added to
the dynamic responses of the vehicle as
following formula:

0y = + E,No(d,) 22)

2noisy
where d, is the vehicle dynamic displacement
obtained from the numerical simulation. E; is
the noise level and N is a standard normal
distribution vector with zero mean value and
unit standard deviation. dangisy is the polluted

displacement, and o(d,) is standard deviation
of dz.

Fig. 5 and 6 show the polluted
displacements in four cases d=0.025 m, 0.05
m, 0.075 m and 0.1 m and their wavelet
transforms of the vehicle moving on the
beam with the crack depth of 50 % and the
velocity of the vehicle at 1 m/s. When the
measured signals are noisy, the proposed
method for crack detection is still efficient
but the road surface irregularity depth dy, is
limited to 0.1 m and the noise level is limited
to 4 %.
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Fig. 5. Displacement and its wavelet transform: 4 % noise Crack depth:
a) d, =0.025 m; b) d,, =0.05 m
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Fig. 6. Displacement and its wavelet transform: 4 % noiseCrack depth:
a) dy, =0.075 m; b) d, =0.1 m

V. Conclusions

A wavelet based technique for detecting a
multi-cracked beam-like structure using the
dynamic response measured from a moving
vehicle is promising. Conclusion remarks can
be drawn from the numerical simulations as
follows:

- The existence of the cracks results in
significant peaks in the wavelet transform of
the dynamic response. The positions of the
cracks can be calculated from the locations
of the peaks in the wavelet transform and the
vehicle velocity.

- There is no need to select the positions
to install sensors on the deck of the bridge
since the dynamic response of the bridge-
vehicle system is measured directly from the
moving vehicle.

- It is a simple method since it uses only
one vibration transducer attached to the
vehicle.

- No information of the intact structure is
needed for the crack detection.

- Without noise, the proposed method can
be applied for the road with the depth of
unevenness up to 0.5m

- The method can be applied for the depth
of unevenness up to 0.1 m with the noise up
to 4%

- To validate the presented method,
experimental testing needs to be carried out
at a future date.
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Abstract

This paper presents an experimental and numerical study on composite tubes for the energy
absorber of the Korean TTX(tilting train express). The purpose of the experimental study is to
find out which lay-up is the best lay-up for the energy absorber. Four lay-ups were tested using
quasi static method: [0/45/90/-45]4, [0]1, [0/90]s, [0/30/-30]5s. Two triggering methods were
used to create initial damage and guarantee the progressive collapse mode: bevel edge and notch
edge. As a result, [0/45/90/-45], lay-up was find out the best lay-up among the laminates being
tested. In the numerical study, a parametric analysis was done to find out the most proper way to
simulate the quasi static test of a composite tube using LS DYNA program. A single composite
tube was modeled to be crashed by a moving wall. Comparison between simulation and
experiment was done. Reasonable agreement between experiment and analysis was obtained.
Dealing with parameter TFAIL and the mass scaling factor, this parametric study shows the
ability and the limitation of LS DYNA in modeling the quasi static test for the composite tube.

Key Words: Composite tubes, Energy absorption, LS DYNA, Quasi static test

standards for the high speed trains from the
United Kingdom and USA [2,3,4,5], a
requirement for energy absorption of the
The Korean TTX is a tilting train that can driving car of the Korean TTX is suggested
tilt itself to a maximum angle of 8° at the as in Table 2.
corner to maintain high speed during
operating time [1]. The information of this
train is given in Table 1. Compare to other
high speed trains in the world, the Korean
TTX is more light weight and has lower
operating speed. During the operating time,
the crash worthiness is very important to any
vehicle. Based on the crash worthiness

1. Introduction

The main method for energy absorption of
vehicles is using tubular structure. In the past
metal is often used but nowadays, composite
is being used more and more as the material
for the energy absorption mechanism of
vehicles, thank to its high energy absorption
(EA) and specific energy absorption (Es, tens
to hundreds kJ/kg). This paper will study the
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carbon/epoxy composite tubes for the Korean
TTX’s energy absorber experimentally and
numerically.

Table 1. Information of Korean TTX.

Maximum design | 200 | Length (m) 143

speed (km/h)

Maximum design | 180 | N, of seats 346
speed (km/h)

N, of cars 6 N, of motors | 16
Weight (ton) 344 | Tilting angle | 8°
Table 2. Suggested crash worthiness

requirement for the Korean TTX’s driving
car.

Energy absorption 2MJ
Peak load <2MN
Stroke 75 cm
Deceleration <5g

When a collision occurs, the energy
absorption and specific energy absorption of
the tube can be calculated by the following
equations:

Es = EA
PAS,

Where F is the longitudinal force, x is the
crush distance, Sy is the final crush distance,
A is the cross section of the composite tube,
p is the density of the material. A composite
laminate can be failed in 4 modes:
fragmentation crushing, splaying crushing,
brittle fracturing crushing and progressive
folding crushing [6]. The factors that have
effect on the energy absorption of a carbon
fiber reinforcement polymer (CFRP)
composite laminate are: fiber type, matrix
type, fiber direction, specimen geometry,
process conditions, fiber volume fraction,
and test speed. A study by Farley [7] shows
that increase in the fiber strain to failure
causes smaller energy absorption. For matrix,
the same trend happens in the case of ductile
CFRP composite, but in the case of brittle
CFRP composite, the contrary occurs.

EA:jFux

Another study by Farley [8] on the effect of
fiber orientation for [0£0]s; carbon/epoxy
composite showed that Es decreases when
increasing 0 up to 45° and remains constant
when 0 is above 45°. Thornton and Edwards
[9] studied the geometrical effects in energy
absorption of composite material and
concluded that, for a given fiber lay-up and
tube geometry, Eg follows the order: circular
> square > rectangle > triangle. Besides, the
energy absorption will be a decreasing
nonlinear function of the diameter to
thickness ratio (D/t). The processing
conditions also affect the crashworthiness.
During making process, if vacuum is applied,
it will reduce the matrix volume fraction and
improve consolation, thus provide higher EA
and Eg [10]. The effect of fiber volume
fraction is more complicated. It is not always
true that an increase of the fiber volume
fraction will improve Es. At low fiber
volume fraction, increase in fiber volume
fraction can lead to increase in energy
absorption. But at high level of volume
fraction (>40%), the contrary will occur [6].
Different test speeds can lead to different
collapse modes of the composite laminate,
thus different energy absorptions. The two
methods for the crash test are impact test and
quasi static test. While impact test is a true
crash simulation since it applies high test
speed which is similar to the real crash and
takes into account the strain rate, quasi static
test is not a true crash simulation since it
applies a very low and constant test speed.
For both test methods, triggers should be
used to provide the initial damage and
guarantee the progressive collapse mode. The
common triggering methods are: bevel,
notch, steeple, flange and plug.

AT <

Bewvel Notch type Steeple Flange Plug type

Fig.1 Triggering methods.
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2. Experimental study

The specimens were fabricated using the
material CUI125NS, whose mechanical
properties are provided in Table 3. Totally 4
different lay-ups were tested using quasi
static method to find out the best lay-up for
the energy absorber: [0/45/90/-45]4, [0/90]s,
[0]i, and [0/30/-30]s. The specimens’
dimensions are given in Table 4. Two
triggering methods were used to provide the
initial damage and ensure the progressive
collapse: bevel edge and notch edge. The
angle of the bevel is 45° and the notch edge
was cut to create a slope of 5°,

Table 3.Material’s properties for CUI25NS.

Properties Symbol | Value
Density (kg/m’) p 1570
Elastic modulus in fiber E; 1354
direction (GPa)
Elastic modulus in transverse | E,, E; 9.6
direction (GPa)
Shear modulus in 1-2 and 1-3 G, 4.8
direction (GPa) Gp3
Shear modulus in 2-3 Gas 3.2
direction (GPa)
Poisson’s ratio V2, V13 | 0.31
V23 0.52
Tensile strength in fiber Xt 1933
direction (MPa)
Compressive strength in fiber Xc 1051
direction (MPa)
Tensile strength in transverse Yr 51
direction (MPa)
Compressive strength in Yc 141
transverse direction (MPa)
Shear strength (MPa) S 61
Table 4. The specimens’ dimensions.
Length Outer Thickness
(mm) | diameter (mm)
(mm)
[0/45/90/-45]4| 160 100 1.8
[0/90]g 115 100 1.8
[0]16 115 100 1.8
[0/30/-30]5 115 100 1.7

Cao Son, Nguyen et. al.

After a laminate was made using an inner
mold of cylindrical shape, this mold is
removed and the laminate is placed in a
metal mold. Then the vacuum bag is applied
and the specimen is cured in the autoclave
while pressure is applied from the inner
space. Fig.3 shows the curing cycles for the
specimens. After curing, the outer skin of the
specimen is perfectly smooth, but its inner
side has some corrugation in the horizontal
direction. This may due to the compression
of the peel plies and bleeders during the
curing process. Improvement in skill and
stacking method will help to reduce this
unexpected phenomenon.

Fig.2. The making of the specimens.
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Fig.3. Curing cycle of the specimens.

The quasi static tests were carried out
using the Universal Tester 4482. The test
load is 100kN, the test speed is 2mm/min.
The specimen was placed on a flat plate
while being crashed from the upper side by a
moving plate. No clamping or any other
constrains were used. Observation during the
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tests confirms that there was no slide
between the specimen and the lower plate.

[0/45/80/-45], [oso0],

Fig.4. Quasi static tests set up and results.

The energy absorption and mean force are
calculated by the following equations

EA= J’ Fdx F, = __BA
CrushLength

F is the plate’s force, and x is the plate’s
displacement.

Fig.5 plots the Force vs. Crush distance
curve of the upper plate for all lay-ups of the
notch edge case for a crush distance of
34mm. Summary of the crashworthiness
parameters are shown in Table 5. The [0];6
lay-up fails right after the initial damage. The
[0/45/90/-45]4 lay-up has the highest EA and
Es.

Experiment result
a0 T T

— [0V45045],
ot —- 1090

60

st ;
e

s s [V

Farce (kM)
-

o A

ap fli e

L . L L . L
1] Gl 10 15 20 25 30 =5
Crush distance ()

Fig.5. Force vs. Crush distance curve for
experiment.

The comparisons of the two triggering
types in the cases of [0/90]s and [0/30/-30];s

lay-ups are shown in Fig.6. In the Force —
Crush displacement curve, the difference at
the beginning in the case of [0/30/-30]s lay-
up may due to the difference in triggering
methods. But in both cases, after the initial
damage, there is no large difference between
the two triggering methods. This can lead to
a more general conclusion: in the quasi static
test, triggering method only affects the initial
damage of the tube. This may not happens in
the impact test, where the high test speed can
lead to some unstable collapse and the
progressive mode cannot be obtained.

Table 5. Summary of test result.

1* peak | Mean | EA Eg
load load | (kJ) | (kl/kg)
(kN) (kN)

Lay up

0/45/90/-45]4 | 45.18 [45.19 |1.54 |51.83

0/90]s 46.49 140.31 |1.37 [46.23

0/30/-30]5 5248 |32.84 |1.12 |39.85

[
[
[
[

0lig S PO O

From the experiment results, among the
different laminates were tested, the [0/45/90/-
45]4 lay-up has the highest energy absorption
and specific energy absorption (EA= 1.54kJ
for a crush distance of 34mm, Eg =
51.83kJ/kg). In order to absorb 2MN of
collision energy, if using this lay-up, the
Energy Absorber of the Korean TTX will
consist of totally 64 quasi-isotropic tubes of
70cm length.

—— notch [0/30/30],
--- bevel [0/30430),
— natch [0/90],

...... bevel [0/90];

1 L 1 . . L
1} 5 10 15 20 2% 30 35
Crush distance (mm)

Fig.6. Comparison of triggering methods.
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3. Numerical study

A parametric study was done in order to
find out the most proper method to simulate
the quasi static test of composite tubes using
LS DYNA. LS DYNA is the program which
is often used for the simulation of the crash
test in the literature [11,12,13]. It is a finite
element code which uses the Lagrangian
formulation. It obtain a stable solution by
integrating the equation of motion every
small time step. These small time steps are
suitable for the impact and crash simulation.
The code also has a large material library for
metals and composites and efficient contact
algorithms. The simulation was done for the
notch edge cases of and compared to the
experiment’s results. This study was done
with a Intel(R) Core(TM) 2Quad core CPU
2.66GHz, 3.25 GB RAM computer.
Reasonable  agreement  between  the
simulation’s result and test’s result was
obtained. Base on this, a further parametric
study can be carried out to determine the
optimal design for the Energy Absorber used
for the TTX.

3.1. Material for the model

In this study, a crash model was set up
using the material model wused was
ENHANCED COMPOSITE DAMAGE
MATS55, which was found to be the most
proper LS DYNA’s material model for the
unidirectional fiber composite [11,12,13] .
The failure criterion of this material model is
the Tsai-Wu criterion. This criterion includes
3 modes that the composite model can fail:
tensile fiber mode, compressive fiber mode,
and tensile and compressive matrix mode.
These modes are given as below [14].

Tensile fiber mode:

2 2
% >0 then g - % | 45 %o | y [20failed
X Q <0—dadic
Ea: Eb: Gab: Vpa™ Dab=0

Compressive fiber mode
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2
T <0 then eg :(%J -1 {ZO—>failaj
<0—dadic

c
Ea: Vpa™ Dab:O

Tensile and compressive matrix mode

2
e;ﬁza_Q+ T | L =)0y | [>0-> failed
Yt \ & et <0—>dastic

For =1, the original criteria of Hashin of
1980 is obtained in the tensile fiber direction,
while for p=0 we get the Maximum Stress
Criterion which is found to compare better to
experiments. In this study, f=0 was chosen.

Through the tube’s thickness of 1.8mm,
there are 16 integration points which are
placed equally in each layer (15 points for
the case of [0/30/-30]s ). The material
properties are defined for each layer using by
B angle in the local ordinate system of each
element. In this local ordinate system, x-
direction is the longitudinal direction of the
tube, z-direction is the normal direction of
the element, and y-direction is defined by the
cross product of vector x and z.

T
b~

X

e
V]

———— — —

Fig.7.Local ordinate system of an element.

MATSS also allows eliminating elements
if the strain exceeds a limit value, or when a
time step of the analysis decreases to a very
small value, this is to prevent the large scale
folding and avoid the ductile behavior of the
model. This eliminating elements method can
be controlled using the time step failure
parameter TFAIL. This parameter allows us
to keep the brittle behavior of the model, and
maintain the level of time step to save the
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computer time. Varying in the range from 0.1
to 1, low TFAIL provides ductile material,
while high TFAIL provides brittle behavior.
There is no default value for TFAIL for
every material model, so in the simulation
the user should test this parameter and
choose the most proper value for it which
provides the most appropriate behavior
compared to real material.

A preliminary study was carried out with
several value of TFAIL, and the value of 0.4
was found to be the most proper for this
simulation, since it provides the best
agreement of the Force-Crush distance curve
between analysis and experiment.

[DMSBU!—AS]A simulation speed = 0.1 m/s, density scaled up 10 times
100 T T

= pupetiment
— TFAIL=0.4 |4
------ TRAIL=0.6
----- TFAIL=0.15 |4

a0 -

B0+

or

B0+

a0+

Farce (kM)

40+

30+

20+

o é 1IU 1‘5 EIU 2‘5 S‘U ES
Crush distance (mm)

Fig.8. Result of preliminary study for

TFAIL.

3.2 Mesh the model

After a preliminary study of convergence,
5700 elements were used for a tube having
length of 115mm and outer diameter of
100mm. The size of the element is 3.14 x 2
mm.

Fig.9 The elements at the top of the tube.

The element type is Belytschko-Lin-Tsay
quadrilateral shell. At the top of the tube,

where has the notch edge, refinement in
meshing was made to improve the accuracy.

3.3 Contact and boundary condition

Since the observation during the
experiments confirm no large slide between
the tube and the lower plate, in the

simulation the tube’s bottom was modeled to
be fixed. The moving plate was modeled
using a RIGIDWALL GEOMETRY_ FLAT
_MOTION. The friction coefficient of the
wall’s surface is 0.4.

l

constant
velocity

fixed

Fig.10 Test set up in the numerical study.

3.4 The quasi static condition

To guarantee the quasi static condition,
the kinetic energy should be very small
during the analysis. Thus low speed should
be applied to the moving wall in the
simulation. The best case is that the
simulation has the same speed with the
experiment. But this will require huge
amount of computer time. So, higher speed
and mass scaling method are needed to save
the computer time.

At first a speed of 1m/s was applied to the
moving wall in the case of [0/45/90/-45]4 lay-
up. This level of speed is also used in the
literature papers [11,12,13] for the quasi
static test. The simulation shown good
agreement compared to the experiment
(Fig.11). Computer time is 54 minutes.
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Fig.11. Simulation result for [0/45/90/-45]4
lay-up, test speed = 1m/s.

Table.6 Simulation result for [0/45/90/-45],
lay-up, test speed = 1m/s.

Experiment | Simulation | Difference
Crush 3414mm | 34.2 mm
distance
1* peak 45.70 51.16 12.8%
load
(kKN)
Mean 45.486 49.556 9.67%
load
(kN)
EA (kJ) 1.54 1.69 9.74%
Es 51.83 56.84 9.67%
(kJ/kg)
Difference |Simulation — Experiment| 100%

Experiment

Then the same speed was applied to the
case of [0/90]s lay-up. During the simulation,
the tube had some remarkable buckling and
the Force vs. Crush distance curve showed
large difference compared to the experiment
(Fig.12). This means lower simulation speed
should be used to guarantee the quasi static
condition.

Then a speed of 0.1m/s was chosen for this
lay-up. At this speed, using the real density
of the material costs huge computer time, so
mass scaling method is applied to save the
computer time. A parametric study was done
to test the accuracy and efficiency of mass
scaling method. The density of the tube is
scaled up 10, 100 and 1000 times,
respectively. The more we scale up the

Cao Son, Nguyen et. al.

material’s density, the larger the kinetic
energy will be, and so will the error. Fig.13
shows the result of this parametric study.
Scaling up the density 10 times provides the
largest computer time but smallest error
between simulation and experiment.

{090} simulation peed = s

— experiment
+us simulation

Fig.12. Simulation result for [0/90]s lay-up,
test speed = 1m/s.

[0/90]5 simulation speed = 0.1 mfs
70

— expetiment
W density scaled up 10
B0 - E 0O density scaled up 100 |4
5 < density scaled up 1000

Farce (kM)

| |
u] 5 10 15 20 25 30 35
Crugh distance ()

Fig.13 Results for different density scale
factors.

Computer time

1000 times: 55 minutes

100 times: 3 hours

10 times: 10 hours

Then the same test speed (0.1m/s) and
scale up factor (10 times) were applied for all
the other lay-ups. The simulation showed
reasonable agreement with the experiment.
The simulations’ results are shown as
follows.
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3.5 Final simulations’ results

a) [0/45/90/-45],

b) [0/90]

Fig.14 Final stage of the specimens (S:
notch, B: bevel).

[RUSENIS], wrmatation speed = 0.1 s, desaity esled op 10 times

Fig.15 Simulation result for [0/45/90/-45],
lay-up.
Table.7. Simulation result for [0/45/90/-45],
lay-up, test speed = 0.1m/s.

A, samutibon speed = (11 mis, Semsdty scaled ap 10 tmes
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A
Crush distanse (e}

Fig.16 Simulation result for [0/90]s lay-up.

Table.8. Simulation result for [0/90]s lay-up,
test speed = 0.1m/s.

Experiment | Simulation | Difference
Crush 3415 mm | 34.2 mm
distance
1% peak load|  46.49 52.72 13.4%
(kN)
Mean load 40.31 30.93 23.27%
(kN)
EA (k)) 1.37 1.06 23.1%
Es (kJ/kg)| 46.23 35.48 23.25%

[0, sertston spasd =10 § iy, denly sesind o5 10 trrs

ml

-]

Foree [uh)

-3

—_——
— axpermact

Fig.17 Simulation result for [0/30/-30]s lay-

Experiment | Simulation | Difference up-
Crush 34.14 mm | 34.2 mm Table.7 Simulation result for [0/30/-30]s lay-
distance up, test speed = 0.1m/s.
(lli;\II))eak load 45.18 57.15 26.5% Experiment | Simulation | Difference
Mean load 4519 | 4014 | 11.2% Crush | 34.07mm | 34.2 mm
(kN) distance
EA (kJ) 1.54 1.37 11% 1% peak load| 52.48 44.6 15%
Eq (k/kg) 5183 | 4604 | 112% (kN)
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Mean load 32.84 30.93 5.82%
(kN)
EA (k) 11.19 10.58 5.45%
Es (kl/kg) 39.85 37.53 5.81%

Py wimadation speed = 0.1 mis, density scaled up B0 mes

Fig.18 Simulation result for [0];¢ lay-up.

3.6 Discussion

Though a same test set up was used for
all the lay-ups, but the analysis shows
different error in each case. [0/45/90/-45],
has the largest error in EA and Eg (23%),
while [0/30/-30]s has the smallest error (6%).

Only the [0/45/90/-45], lay-up show no
buckling in the tube’s wall and perfect
progressive collapse was obtained. In all the
other cases, there was buckling and the
collapse mode was not exactly the same as
the experiment.

In the experiment, the [0]¢ lay-up fails
right after the initial damage, but the
simulation cannot provide the same behavior.

In the experiment, after the initial
damage, the Force of the upper plate is quite
constant during the progressive collapse for
all lay-ups. But in the simulation, different
behaviors of the Force are obtained, and this
lead to different deviations of the simulation
compared to the experiment.

This may due to the capacity of the
program LS DYNA. Further study can be
done with different material model, contact
algorithm, and meshing method to improve
the simulation.

Cao Son, Nguyen et. al.

4. Conclusion and further study

Experimental and numerical studies were
done to test the composite material for the
Energy Absorber of the Korean TTX. The
crashworthiness of the composite tube was
tested using quasi static test.

In the experimental study, single
composite tubes made of composite material
CUI125NS were set to be crashed by a
moving wall having a constant velocity of
2mm/min. Totally 4 lay-ups were tested to
find out the best lay-up for the Energy
Absorber:  [0/45/90/-45]s, [0]is, [0/90]s,
[0/30/-30]s. Two triggering methods were
used to provide initial damage and guarantee
progressive collapse mode: bevel edge and
notch edge. Comparison of the triggering
methods for the same lay-up shows no large
difference after the initial damage. From this
result we can make a more conclusion for the
quasi static test: triggering method only
affects the initial damage of the tube but not
the progressive collapse after that. This may
not happens in the case of impact test, where
some unstable collapse can occur due to high
test speed. Comparison of  the
crashworthiness shows that [0/45/90/-45], is
the best lay-up among the laminates being
tested since it has the highest energy
absorption and specific energy absorption
((EA= 1.54k]J for a crush distance of 34mm,
Es = 51.83kJ/kg).

In the numerical study using LS DYNA
program, a single composite tube was
modeled using ENHANCED COMPOSITE
DAMAGE MATS55 and 5700 Belytschko-
Lin-Tsay quadrilateral shell elements of 3.14
x 2mm size. This tube is crashed by a
moving wall at the speed of 1m/s and 0.1m/s.
A study on parameter TFAIL and the mass
scaling factor was done to find out the most
proper method for the quasi static test. The
higher test speed has good agreement
between simulation and experiment for one
lay-up, but large error for the others; while
the lower test speed shows reasonable
agreement  between  simulation  and
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experiment. Still, the simulations have some
large buckling, which doesn’t occur in the
experiment; and the analysis cannot provide
the same behavior for the [0];4 lay-up, which
failed right after the initial damage.

Based on this research, further study can
be done to determine the optimal design for
the Energy Absorber of the Korean TTX.
The experimental study can concern with the
thickness/diameter ratio, other triggering
methods...The numerical study at this stage
shows different Force’s behaviors for
different lay-up after the initial triggering,
which should be quite constant for all lay-ups
as in the experiment. Further improvement
concerning with the material parameters in
the model and the layers of the tube should
be made to eliminate this limitation.
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Abstract

Optimizing the operation efficiency of solar panel is very important in using solar energy. One of the
methods using to optimize solar efficiency is maximum power point tracking (MPPT). In this paper, the
practical implementation of maximum power point tracking method (MPPT) for a solar system is
presented. This implementation is done with view to proving that MPPT theories can be executed in
practice exactly. The solar system usually consists of a solar panel that converts solar energy into
electrical energy, a DC/DC converter that used to control the operating voltage of solar panel at maximum
power point voltage and load. The MPPT method that is used in this paper is Incremental Conductance
method. This is one of the popular MPPT methods and is easy to implement. The controller is Microchip
microcontroller, PIC 16F877A. The tests of algorithm implementation were executed in the laboratory
with a 1500W halogen lamp. Finally, the practical results are demonstrated in charts.

Key Words: Solar panel, Solar system, Maximum Power Point Tracking, MPPT, Incremental
Conductance, IncCond, Microcontroller, PIC

distributed. To use solar energy, the solar

1. Instruction

Recently, according to the development of
society, the demands for electrical energy are
increasing fast. Fossil energy sources are
becoming exhausted. Furthermore, using
fossil fuel produces carbon dioxide (CO,),
the main factor of Greenhouse Effect. So,
renewable energy sources such as solar
energy are acquiring more significant. Solar
energy is considered to be one of the most
useful natural energy sources because it is
free, abundant, pure and most widely

panel is required. As known, at a PV (Power
- Voltage) curve of a solar panel, there is an
optimum operating point such that the solar
panel delivers the maximum possible power
to the load. PV curve of solar panel changes
with solar irradiation, cell temperature and
the load. Therefore, at each operating
condition, it’s essential to track the
maximum power point of solar panel. This
increases the using efficiency of solar panel.
A variety of maximum power point tracking
methods are developed such as: perturb and
observe (P & 0O), incremental conductance
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(InCond), Parasitic Capacitance and Constant
Voltage and Current, etc. In MPPT, InCond
is the most popular algorithm because of its
high tracking efficiency and it’s easy to
implement. In this paper, InCond algorithm
is presented. In figure 1, a solar system with
MPPT is shown.

load
hiehe

i

solar cell array

vollage converter batteries
(maximum power point
racker (MPPT))

Figure 1. Solar system with MPPT

2. The solar panel

In MPPT, it’s essential to understand the
characteristics of solar panel because it
significantly influences the design of
converter and control system. Solar panel is a
semiconductor device that operates according
to the photoelectric effect. The equivalent
circuit of solar panel is shown in Figure 2.
When solar panel is illuminated, a direct
current is generated. This generated current
is dependent of operating condition such as:
irradiation, temperature and can be calculated
by the following equation:

N gV + R;!}l ]
F=l; - f,.[n?px[ Wk 1

where:

V4RI
R.{l

-V and | represent the output voltage and
current of the solar panel.

- Rs and Ry, represent the series and shunt
resistance of the solar panel.

- Qis the electronic charge.
-l s the light — generated current.
- lg1is the reverse saturation current.

- nis a dimension factor.
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- kis the Boltzmann constant.

- Tkis the temperature in °K.

Figure 2. Equivalent circuit of solar cell

Figure 3  shows the electrical
characteristic of solar panel. This figure
shows that the V-I curve of solar panel is
non-linear and changes with irradiation,
temperature and load condition. Moreover,
when output voltage of solar panel is equal to
Viax the solar panel delivers the maximum
power to the load.

Figure 3. Solar panel characteristic

On the other hand, power of solar panel
can be calculated by P = V.I. So, when V, |
change, power of solar panel changes
correctly. By any way, the solar output
voltage can be changed, the solar output
power changes. To obtain the maximum
power from solar panel, the output voltage
must be regulated at V.

3. DC/DC converter

To regulate solar output voltage, is a
dc/dc converter is required such as: buck
converter, boost converter or buck-boost
converter. In this paper, buck converter is
used. Buck converter is a step-down DC to
DC converter. It consists of a MOSFET, a
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diode, an inductor and a capacitor. Figure 4
show the buck converter circuit.

The characteristic of buck converter is:
V, =D.V;

#[C) ?:-2{'_: '[:HL?¢+ R Tul_

Figure 4. Buck converter

where:
-V, is the output voltage of buck converter
-V, is the input voltage of buck converter

- D is duty cycle of switch frequency of S
switch.

In this paper, buck converter is used in
continuous mode.
Iy L Lo
— : ] —
Ll —
Rilll R\TII.T

o 1z

Ca

O

i
‘ ant

Assuming buck converter is ideal
(efficiency is 100%), so P,=P,. And R; of
buck depends on R, (load) as the following
equation:

1
Ri = ER o
when the load is constant, a change of D
causes the change of R;.

4. Maximum Power Point Tracking

As known, Maximum Power Point
Tracking (MPPT) is a method to optimize the
efficiency of solar panel. In this paper, one of
MPPT methods, incremental conductance
(InCond), is presented. InCond algorithm is

Thanh Tuan Nguyen

developed base on a particular property of P-
V curve of solar panel. At maximum power

dP _
 ===0
point (MPP) the ratio @ , on the left
dP dP
of MPP dV and dV on the
right of MPP.
dP/dV = 0
P Y
dP/dV > 0 /
MPP dP/dV < 0

Figure 5. P-V characteristic

P can be calculated by P = V.1, so:

dP  di dl
== rav =0
Finally,

ar 1

dv ¥ ,at MPP.

ar 1

@V~ "V, left of MPP.
ar 1

av = v , right of MPP.
where:

di(k) = dl(k) — dI(k-1);

dV(k) = dV(k) — dV(k-1);

Base on the characteristics at MPP, flow
chart of InCond algorithm is shown in Figure
6. The algorithm 1is implemented by
measuring the incremental and instantaneous

df I

panel conductance (dV and V

respectively). Depending on the correlation
dl I

between @V and V , the operating voltage

of solar panel is adjusted accordingly. The
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advantage of this algorithm 1is when
operating at MPP, the operating voltage is
static. So it decreases the power loss.

BeginIncCoad

VG, 16

AV=V(E)-V(-1)
A=1)-1(k1)

‘ V_AV AV H VAV ‘ ‘ VAV AV H V_AV_ AV ‘

]
Figure 6. IncCond algorithm

Tracking efficiency of InCond algorithm
T can be calculated by:

itpdt

i
ty Prna.x dt

where:

-t is start-up time of the system.
-ty is close-down time of the system.
- P is the solar panel output power.

- Poa 1s the theoretical maximum solar
panel power.

The tracking efficiency of this algorithm
is above 80%.

5. MPPT system development

The practical circuit of the proposed solar
system is shown in Figure 5. It contains a
solar panel, a buck converter, a load and a
control unit.
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5.1. The characteristics of solar panel are:

Maximum power: 150W

- Short circuit current: 8.9A
- Open circuit voltage: 21.6V
- Maximum power current: 8.7A

- Maximum power voltage: 17.3V

L

MOSFET
1T 2
v
c 2l
g e |t
’@usmﬂaca @:Mﬁ
S

Figure 8. Solar panel

5.2. Control unit

Control unit is the brain of this solar
system. It controls all operations of system
such as: measuring the voltage and current of
solar panel, processing data feedback,
implementing algorithm, transmitting the
control signals to buck converter. These
operations have to be implemented exactly
and effectively. Because of control unit’s
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importance, it’s necessary to select a suitable
control unit. The selected control unit is PIC
16F877A. This is a microcontroller produced
by Microchip Technology Inc. PIC 16F877A
is 8-bit microcontroller. It has 10-bit ADC
and PWM module that integrated.

Figure 9 show the practical circuit of
control unit.
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Figure 9. Control Unit

The voltage and current of solar panel is
measured through ADC (Analog — Digital
converter) module. Control signal is sent
through CCP pin by PWM module.

5.3. Buck converter

Buck converter is used as power
processing unit. By adjusting duty cycle of
switching frequency, the operating voltage of
solar panel increases or decreases
accordingly. Circuit of buck converter is
shown in Figure 10.

e pNDUCTOR JAcaur

Vsngn ey
85mH

1
p.RT 5] IRES40 7
p.Ct B % SEDE 2 ConKz
100uF F T 0000
| pRES

D3R
R
cePl i
33 0PTO
? Wk reen

Figure 10. Buck converter

Selecting value of buck’s components:

Thanh Tuan Nguyen

Inductor selection:

Inductance of the inductor can be

calculated by:
| 1 1
L= ¢(F, -V }HQ—MH—H_
imas aut 1"i’i’:.m::.r fsw &Iindﬂﬂw

0 1 1
= (18 - 10) x — — =847
¢ T R e el

where:
= Vinmax = 18V}
- Vou =10V;
- Toutmax = 7A 80 Ulinguctor = 0,3*%7 =2,1 A;
- fw=25kHz;
Choose the inductor L: 85 wi
Output capacitor selection:

Voltage and current at output of buck
oscillate continuously. So output capacitance
is required to minimize the overshoot and
ripple at the output of buck converter. The
capacitance can be calculated by the
following equation:

L len?f
Cour = —H—
GV F V) V2,8

where: C,, is output capacitance.

- AV is maximum output voltage
overshoot. Commonly, AV is equal 5%
value of buck’s output voltage.

- Ipeax 1s inductor’s peak operating current
(Ipeax = 8.05A).

So:

85uH = f8.0534)°
Cour = o5 1008 — 108 =~ 2/ WF

To decrease the buck output voltage
overshoot and ripple, the capacitance usually
is chosen larger than the calculated value.
But if the chosen capacitance is too larger
than the calculated value, it causes the
significant delay of the output voltage.

So, the chosen output -capacitor is

1000pF/25V.
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MOSFET selection:

As known, the switch frequency is 25
kHz, the solar panel maximum voltage is
21.3V and the maximum current is 8.9A. So
the switch must be satisfied with these
requirements. To satisfy these requirements,
the MOSFET IRF540 is selected. This is N-
channel MOSFET that suitable with high
frequency. It is also suitable with maximum
voltage is 100V and maximum current is
8.9A.

o(2)

2 ° s(3)

Figure 11. IRF540 MOSFET

Diode selection:

Choosing diode is dependent of power
dissipation. Power dissipation can be
calculated by:

eut |
Foiode = l. 1= V_ !Inumn.r ¥o
L in s

f 10
Foicas =I.l—ﬁlex 0.7=21W

where: Vp is the voltage drop across the
diode at the given output current L. The
selected diode has to be able to dissipate that
much power. Commonly, the reverse-
repetitive maximum voltage of diode must be
greater than the maximum input voltage (Vim
> Vimax)- The diode’s forward-current
specification must meet or exceed the
maximum output current (Ite > Loutmax)-

5.4. Voltage and current measurement

Figure 12 shows the details of feedback
measurement circuit.

Voltage measurement:

Because output voltage of solar panel is
larger than 5V (the limitation of ADC’s
voltage input), voltage feedback is applied to
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ADC pin of PIC 16F877A through a resistor
voltage divider that has 4 ratio. A voltage
loop circuit also is used to isolate ADC pin
from power unit. Figure 12 shows the detail
of voltage measurement circuit.

!
W SENSE |_SENSE
A WEC_ARROWE
WEC_ARROW PR3
10K
2] uze

i 7 AND

Figure 12. Feedback measurement unit
Current measurement:

Using Ohm’s Law, we have:

Y
R
So, current of solar panel can be measure
by measuring the voltage drop through a
0.22R power resistor. This voltage is quite
small, so it is amplified 5 times by using a
non-inverter operational amplifier as shown
in Figure 12.

The final circuit is shown in Figure 13.

Figure 13. The practical solar system

6. Implementation of InCond
algorithm

As discussed in the later sections, the
output power of solar panel depends on its
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output voltage. So, by adjusting the solar
output voltage, the output power can be
adjusted. To adjust the solar output voltage,
the microcontroller changes the duty cycle of
buck converter switching frequency.

Because of circuit design, when duty
cycle D increases, the solar output voltage
increases accordingly and vice versa. Base
on InCond algorithm and this conclusion,
when the operating point is on the left of
MPP, the microcontroller increases duty
cycle D of switching frequency to reach the
MPP. When the operating point is on the
right of MPP, the microcontroller decreases
duty cycle D.

dl I

In practice, condition dV V
doesn’t happen. So, it’s more practical to
choose a € constant that small enough as long
as:

al I
+D, < £

By practice, € is chosen as 0.0002.

Control program is coded by C language
for microcontroller. Using C language helps
implement the algorithm easier.

7. Result

This result is tested in static condition:
room temperature (24°C); light source is a
1500W halogen lamp; load is a 2.2Q power
resistor.

When changing the output voltage of the
solar panel, the output power changes
accordingly. From 7V to 16.2V, when the
operating voltage is increased, the output
power is increased. At 16.2V, the output
power is 11.5W. When the operating voltage
is increased larger than 16.2V, the output
power is decreased. The output power is
equal OW when the operating voltage is
approximate the open-circuit voltage.

Thanh Tuan Nguyen
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Figure 14. Flowchart of control program
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Figure 15. P-V curve without MPPT

At this test condition, MPP is at 16.2V
operating voltage and P,,,=11.5W. Figure 15
is the P-V curve of solar panel without
MPPT method. Figure 16 is P-V curve of
solar panel with MPPT in the same test
condition. Tracking process increases the
output power regularly. When the process
matches the MPP, the operating voltage is
hold at V.. The output power, depending
on operating voltage, is hold at P = P If
there is any change in operating condition,
InCond algorithm will calculate and transmit
a suitable control signal to adjust the
operating voltage at V.
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Therefore, solar panel will deliver the
maximum power to the load.

5 P 5
: /

rd

o 5 10 15 20

Figure 16. P-V curve using MPPT

8. Conclusion

This paper introduces about MPPT theory
and proves that MPPT can be implemented
in practice. MPPT theories were tested
exactly and showed expected results in
practice. All of the tests were implemented in
laboratory but they can be improved to apply
in daily life. In advance, this solar system can
be upgraded with solar panel attitude control
module to force the panel rotate according to
sunlight direction. MPPT algorithm can be
improved to obtain a larger efficiency and
more flexibility.
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Abstract

Giam sat va diéu khién cac hé théng thoi gian thuc qua mang Internet la van dé dang nhéan dugc nhiéu
sy quan tim nghién ctru gan day nhd kha ning mé ra nhimg @mg dung méi cho cude sng hién dai nhu
phong thi nghiém 4o, hé théng y té tir xa, hé thong didu khién cac thiét bi tir xa... Trong bai bao nay,
chung t6i trinh bay mot hé thong phén tan sir dung kién trac truyén thong CORBA (Common Object
Request Broker Architecture) cho phép chuong trinh khach co thé triéu goi cac 1énh diéu khién mot robot
di dong qua mang Internet ma khong can phai quan tdm cac 1énh d6 duoc cai dat ¢ dau, bang ngon ngir
lap trinh gi v trén hé diéu hanh ndo. Piéu nay gitip khac phuc nhugc diém ciia da s6 hé thong diéu khién
qua mang Internet hién nay thudng chi tuong thich véi mot ngén ngir lép trinh va hé diéu hanh nhat dinh.
Heé théng ciing cung cép cac dir lidu phan hdi theo thoi gian thuc vé moi truong ¢ xa toi nguoi diéu khién
nhu dir 1liéu hinh anh, dir li€u siéu am, dir liéu hong ngoai, vi tri va tdc do hién tai cta robot... Cac phép
thuc nghiém cho théy hé thng co thé hoat dong 6n dinh va hiéu qua trén moéi truong khong biét trude
trong ing dung giam sat an ninh toa nha.

Key Words: robot di dong, robot tir xa, mang Internet, kién triic CORBA, diéu khién phan tan, diéu
khién robot qua mang Internet

nhan duoc nhiéu sy quan tim nghién ctru gan
day nho kha ning md ra nhiing tng dung moi
cho cudc song hién dai nhu phong thi nghiém
40, hé théng y té tir xa, hé théng diéu khién
thiét bi tda nha tir xa... Co thé nhan théy réng,
do tri tré (time delay), do thiang giang (delay

1. Mé& dau

Giam sat va diéu khién cac hé théng thoi
gian thuc qua mang Internet 14 van d¢ dang
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jitter) va bang thong truyén khong thé du
doan trudc cia mang Internet chinh la khoé
khan va thach thtc 16n nhat voi bai toan diéu
khién robot qua mang may tinh néi chung va
mang Internet noi riéng [4]. pé khéc phuc
van dé nay, c6 hai phuong phap tiép can chu
yeu 1a phuong phap phat trién cac giai thuét
diéu khién tir xa cai tién két hop voi k¥ thuat
xdy dung giao dién [5]-[9] va phuong phap
xdy dung cac giao thirc truyén tai thoi gian
thuc [4][10].

Phuong phap phat trién cac giai thuat diéu
khién tir xa cai tién két hop voi k§ thudt xay
dung giao dién khong can thigp vao van dé
truyén tai dit liu qua mang mdy tinh ma tap
trung xdy dung cac thuét toan dé dy doan va
bu trir nhimg tham s6 ngiu nhién giy ra boi
mang mdy tinh nhu d¢ tri tré, d thing giang
va bang thong cho phép. Trong [11], Kuk-
Hyun Han da phat trién mot hé thong didu
khién robot qua mang Internet dua trén nhimng
dy doan vé thoi gian tri tré va vi tri ciia robot
dé tir d6 xay dung mot b loc 1énh (command
filter) cho phép diéu chinh cac tin hi¢u diéu
khién robot. Hinh 1 trinh bay so d6 khdi hé
théng. Theo so dd nday, mot ban d6 ao da
duogc xdy dung & phia nguoi dung cho phép
mé phong chuyén dong cua robot ciing nhu
toa do va vi tri sép téi. Nho d6, nguoi dung
¢6 thé d& dang quan sat va ra 1énh diéu khién
robot. Dé khic phuc d¢ tri tré do mang gy ra,
Kuk-Hyun Han da dé xuét cong thirc dy doan
thoi gian tri tré:

T, (k)= z{'c

i=l1

+tR ot (k)+ 't\:l}

:i(!+tf+tﬂj+itﬁ(k) (1
= dN + dL(k)

trong do, Ty(k) 1a do tri tré tai thoi diém k,
1a chiéu dai ctia lién két thi i, C 1a toc d¢ anh
sang, t* 1a téc d6 dinh tuyén cia nat mang
thtr 1, t1 “(k) 1a @6 tré gay ra boi tai cua nit
mang tht i, M 1a lugng dit li€u, va b; 1a bang
thong cua lién két thi i. dy 1a tham s6 doc lap

v6i thoi gian, va di(k) 1a tham sé phu thudc
thoi gian. Tir thoi gian tri tré du doan nay, tac
gia xay dung mét bd loc 1énh trude khi gii tin
hiéu d6 t6i diéu khién truc tiép robot.

Trong mdt nghién ctru khac [12], thay vi
¢ gang bu trir thoi gian tri tré, Dawei Wang
da phat trién cac thuat toan tranh vat can va
co ché an toan cho phép robot ¢é thé phan
ing dugc voi nhiing tinh huéng khong mong
doi do su tri tré gay ra. Cac thuat toan nay veé
co ban dua trén cac thuat toan tranh vat pho
bién nhu thudt toan truong thé hay thuat toan
sit dung logic md nhung duoc cai tién cho
phii hop voi bai toan diéu khién qua mang.
Mot moi truong ao cling duge xay dung o
phia nguoi dung nham du doan quy dao robot
va trg gitip didu khién.

Nhu vay, co the nhan thdy rang hudng tlep
can nay khong ¢ gang lam giam cac tham sb
ngéu nhién do mang gy ra nhu do tri tré, do
thang giang ma tép trung vao van d& glam
thiéu anh huong va phan ung lai véi cac yéu
t6 do.

Phuong phap x8y dung cac giao thuc
truyén tai thoi gian thyc tdp trung xdy dung
cac giao thirc 16p truyén tai (transport layer)
phu hop véi cac ng dung thoi gian thyc nhu
giam d¢ tri tré, do thiang giang, tan dung t6i
da bang thong cho phep... Dién hinh theo
hudng tiép can ndy, Peter X. Liu da dé xuit
giao thirc truyén tai thoi gian thyc Trinomial.
Giao thirc nay cai tién co ché diéu khién
ludng dua trén téc do truyén tai dir liéu ( rate-
based flow control) dé giam d¢ thing giang
va tan dung nhiéu hon bang thong cho phép.
Cong thirc cho sy thay d6i toc do truyén dir
liéu dugce Peter X. Liu dua ra nhu sau:

increase: S, =S, + (i

Y
j, a=1l,y=0
o

decrease: S,, = (l - B)St, 0<p<l 2

trong do, t la chi s6 thoi gian; S; 1a tbe do
truyén tai thoi diémt; S, 1a toc do truyén sau
lan giam gan nhat; SH 1a téc do truyen ngay
sau thoi diém t; a, B va y la nhimg hang sé
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khong am. Cac két qua mé phong va thyc
nghiém, Peter X. Liu da chung té giao thirc
do tac gia dé xudt cho két qua tét hon cac
giao thuc dang dung hién tai nhu TCP va
UDP vé mit bang thong va do thing gidng.

Trong mot nghién ctru khac, tac gia LI
Ling d& xuat giao thirc IRTP cai tién tir giao
thirc RTP dé t6i wu hoa cho tng dung_thoi
gian thyc. Trong giao thirc IRTP, tiéu dé cua
mdi goi tin duge rat gon xudng 9 byte thay vi
40 byte nhu ctia RTP va do d6 tang dugc hiéu
suat truyén tin hon 10% so vdi giao thirc
RTP.

Giao dién i
nguoi dung !
A E
Mang » Bo loc
Inte}’net lénh
Bo du : -
™l doan vi tri !
v A | V‘
| —
B6 md phong ! Robot di dong
robot E
:
1
v | Mbi truong
Mbi trudng i thyc
40 !
|
Bén nguoi : Bén robot
diéu khién hoat dong

Hinh 1. So d6 diéu khién robot qua mang
st dung bo loc 1énh

Trong bai bao nay, ching t6i trinh bay mét
hé théng phan tan s dung kién tric truyén
thong CORBA (Common Object Request
Broker Architecture) cho phép chuong trinh
khach c6 thé triéu goi cac 1énh diéu khién mot
robot di dong qua mang Internet ma khong
can phai quan tdm cac 1énh d6 duoc cai dat ¢
dau, bang ngdn nglr lp trinh gi va trén h¢
diéu hanh ndo. Piéu nay giup khic phuyc
nhuoc diém cua ca hai phuwong phap da néu
thuong chi twong thich véi mdt ngén ngir 1lap
trinh va hé didu hanh nhat dinh. Hé thong
cling cung cip cac di lidu phan hoi theo thoi

Phung Manh Dwong va cac tac gia

gian thuc vé& moi truong & xa t6i nguoi didu
khién nhu dit liéu hinh anh, dir liéu siéu am,
dir liéu héng ngoai, vi tri va tbc do hién tai
clia robot... Cac phép thyc nghiém cho thay
hé théng ¢6 thé hoat dong 6n dinh va hiéu qua
trén modi trudng khong biét trude trong Gng
dung giam sat an ninh toa nha.

2. Kién triic CORBA

CORBA (Common Object Request Broker
Architecture) 13 mot chuan cong nghiép cho
phép goi cic phuong thirc tir xa va nhan két
qua tra vé [13]. N6 co thé duoc st dung khi
bén phia goi va bén phia phuong thirc dugc
goi ¢co thé sir dung cic ngdn ngit lap trinh
khac nhau, trén nén tang hé diéu hanh khac
nhau. Vé co ban, CORBA bao gdm ba thanh
phan chinh 1a ngén ngir dic ta giao tiép IDL
(Interface  Description ~ Language), trinh
chuyén tiép yéu cu cua cac doi twong ORB
(Object Request Broker) va Giao thuc IIOP
(Internet Interoperability Protocol).

Ngén ngir déc ta giao tiép IDL (Interface
Description Language) qui dinh mot tap cac
mé ta ham, kiéu dir liéu va cac khai bao cho
phép dic ta dbi twong. Dic ta dbi tuong & day
mé ta chic ning cua déi twong théng qua
ham, phuong thuc, thudc tinh... va khong co
cai dat ma 1é€nh trong ngdn ngir dac ta.

Trinh chuyén tiép yéu cau cia cdc doi
twong ORB (Object Request Broker) hoat
dong nhu mot dich vu cho phép phién dich
yéu cau cua cac d6i tuong viét bang ngdn ngir
khac nhau thanh 10i goi theo mét quy tic
chung. Hinh 2 trinh bay co ché tridu goi lan
nhau cia cac ddi tuong viét bang C++,
Delphi, Java thong qua ORB. Trong qua trinh
hoat dong, ORB hoan toan trong sudt ddi véi
nguoi thiét ké va cac 1énh triéu goi doi tuong
cua Java trong C++ hay Delphi hoan toan
theo cach ty nhién nhu khi triéu goi ddi tuong
duogc xay dung tir chinh ngdn ngir gbc.

Giao thirc IIOP (Internet Interoperability
Protocol) cho phép lién lac gitra nhiéu tién
trinh. Giao thiic nay do t0 chuc CORBA dé
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xudng va n6 lam nén tang cho tat ca cac doi
tuong c6 thé giao ti€p dugc vdi nhau trén
mang Internet mot cach de dang.

Hinh 2. Triéu goi ddi tuong CORBA thong
qua ORB

Trong bai bao nay, ching t6i da su dung
vu diém cua CORBA 14 cho phép tridu goi
dbi tuong giita cac ngdn ngit khac nhau dé
xdy dung hé thdng diéu khién robot qua mang
Internet.

3. Thiét ké hé thong diéu khién robot
qua mang Internet sir dung kién tric
CORBA

Tir nhitng nghién ctru 1y thuyét néu trén,
tac gia da xay dung thuyc nghi€ém mot hé
théng diéu khién robot qua mang Internet sir
dung kién trac truyén thong CORBA.

3.1 Thiét ké phén cirng

Hinh 3 trinh bay cdu trac phan ctng cia
hé théng bao gdm ba thanh phan chinh: robot
di dong DrRobot, may tinh trung tdm va may
tinh Client.

Trong hé théng, robot di dong dugc st
dung 1a robot Sputnik cua hang DrRobot [9]
bao gdm céac thanh phan co ban sau: sau cam
bién hdng ngoai gin xung quanh robot; ba
cam bién siéu 4m 1an luot gin & phia trude,
bén phai va bén trai clia robot; hai camera
mau cho kich c¢& anh 353x288 véi toc do lay

méiu 15 khung hinh/gidy; hai cam bién phat
hién su chuyén dong cua ngudi HMS (Human
Motion Sensor) trong khoang 150 cm; va bén
dong co diéu khién diéu khién toan bd chuyén
dong cuia robot. Ngoai ra, robot ¢ thé két ndi
v6i mé dun trung tdm qua mang cuc bd khong
day Wireless LAN hodc truc tiép voi mang
Internet qua m6 dun khong day wi-fi 802.11.
May tinh trung tam va may tinh Client 1a cac
may tinh PC thong thuong dugc cai dat
chwong trinh phan mém diéu khién dya trén
CORBA.

3.2 Chwong trinh phan mém

‘Hinh 4 trinh bay thiét ké‘phﬁn mém hé
thong st dung CORBA bao gom hai m6 dun
Client va Server.

e Mo dun Client c6 chuc nang cung cap
giao dién nguoi dung (GUI) va truyén cac
1énh di€u khién t61 robot bang céch triéu
goi doi tuong di€u khién trén Server.
Client dong thoi cling nhén dir liu phan
hoi tir robot vé vi tri, toc d9, trang thai va
hién thi cho nguoi diéu khién. Client dugc
viét bang ng6n ngit Visual Basic.

e Mo dun Server dugc viét bzing ngdn ngtr
Java bao gdm cac cai dat doi twong di€u
khién robot nhu quay tréi, quay phai, tién,
lui, doc sensor... Cac doi twong nay tudn
theo chudn CORBA va c¢6 thé duoc triéu
goi tir xa tir bat ky Client nao. Khi duoc
triéu goi, doi tugng s€ di€u khién robot va
gui phan hoi vé cho Client.

4. Két qua thye nghiém

Pé danh gia hoat dong ctia hé théng diéu
khién robot sir dung CORBA, nhiéu thyc
nghiém di dugc chung t6i tién hanh tai ting 3
toa nha G2 thuéc Khoa Dién tr - Vién thong,
trudng Pai hoc Cong nghé, Pai hoc Qubc gia
Ha Noi & cac thoi diém khéac nhau, trong
nhimg diéu kién khac nhau va véi nhiéu tinh
hudng gia dinh c6 thé xay ra.
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Trong cac thyc nghi€m, bé'mg viéc su
dung giao dién GUI d4 thiét ké, nguoi dung, &
vi tri cach xa 15km, d4 diéu khién thanh cong
robot di chuyén tir diém xudt phat O, dén

10Mbps

Client

—
Central Server
1P: 203.113.130.216

Phung Manh Dwong va cac tac gia

diém dich O4 qua mang Internet (Hinh 5a).
Hinh 5b trinh bdy mot chuoi hinh anh cua
robot dugc ghi lai trong qua trinh diéu khién
trén.

Wili Router
802.11a

Sputnik Mobile Robaot

Hinh 3. C4u tric phan cimg hé thong

Client Module

/V: ORB :

CORBA Objects Sputnik

Sensor Data Mobile Robot

DrRobotAPI |« I

Command§

Server Module |

Hinh 4. So d6 phan mém hé thong

(a)

(b)

Hinh 5. Két qua thuc nghiém hé thong diéu khién robot qua mang may tinh:
(a) Budng di cta robot trong qua trinh diéu khién tir diém dau dén diém dich
(b) M6t chuoi hinh anh cia robot trong qua trinh diéu khién

5. Két luan

Trong d& tai nay, chung toi da xay dung
thanh cong mot hé thong cho phép dleu khién
robot qua mang Internet ma khong can phai
quan tim cac d6i tugng diéu khién dugc cai
dit & dau, bang ngdn ngilr 18p trinh gi va trén
hé diéu hanh nao. Piéu nay gitp khic phuc

nhuoc diém cua da s6 hé théng diéu khién
robot qua mang may Internet hién nay thuong
chi tuong thich voi mot nén ting ngdn ngit
nhit dinh. Nhiéu phép thyc nghiém dugc tién
hanh da ching minh tinh kha thi va thanh
cong cua hé théng trong bai toan diéu khién
robot noi riéng va cac hé théng thoi gian thuc
no6i chung qua mang may tinh.
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Cong trinlp duoc su téi’ tro cua dé& tai
nghién ctru cap Pai hoc Quoc gia do truong
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Summary:

In this paper the 2D- mathematical model simulating transmission processes of some
contaminant substances in a lake of Hanoi is studied. The finite volume method is used in
model. The actions between the combination of 6 substances in water are considered and the
simulation results are compared with the measurements.

Introduction

Nowadays, water quality is one of the
most important problems. Water quality is
influenced directly to health of people. In this
paper the 2D hydraulic and pollution models
are used to simulate the transmissions of the
pollution substances. In [5] the linear 2D
water pollution water is studied by semi
group method. In [1] the nonlinear 2D-Imech
water contaminant model has begun
establishing in 2005 by the group of Ass.
Prof. Hoang Van Lai. In this paper this
model is developed to simulate transmission
of the combination including of 6
contaminant substances acting each with
others in water. In order to get good
simulation results of these contaminant
substances the coefficients in contaminant
water equations are changing and depending
on not only the substances but also the
element positions.

1. Formulation of the contaminant
water problem

2D Contamitant water model is consisted
of hydraulic model and transmission —
diffusion of pollution substances. The system
of equations and boundary conditions are
written as follows:

%%(uhpaiy(vh):o (inQ) @D

ou ou ou 0z
—+V—+g—=

o X oy X h0) (12

(in Q) (13)

ot  oXx I oy I (m Q),

(i=1,..m) (1.4)
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The boundary and initial conditions of
Saint - Vernant and water pollution equations
are:

Uy, =0,

where N is the normal out orthogonal vector
onto the perimeter of the region

U(x y,0)=U,(xy)
z(x,¥,0) = z,(x, y)

7 =2(t)
Ci(xy.0)=Cs(x )
Ci (% YD) yper, = Ci (1)

and ﬁ

on |

-0,I=T, UT,

Here: m- the number of substances dissolved
in water; Q - is a bounded domain of R? with
a boundary I'; z is the free surface elevation;
h is the water height; u is the average
velocity by x direction,v is the average
velocity by vy direction,g is the gravity
acceleration; K, is the Strickler coefficient by
x direction; K, is the Strickler coefficient by
y direction, S,x is the bottom slope by x
direction; S,y is the bottom slope by vy
direction; C; is the concentration of i-
substance; f; is the pollution source of i-
substance;D; is the diffusion coefficient of i-
substance; m is the number of substances in
water; U=(u,v) is the water velocity vector.

2. Mathematical algorithm calculated
2d contaminant water

In this model the finite Volume Method is
used with the calculated triangular mesh. In
the regions with complicated topography the
flows are well simulated by this grid board.
In finite volume method the calculated area is
divided by the small simple elements as
triangles.  The  triangular  mesh s
unstructured. The mesh’s unstructured

properties are represented that the numbering
of grids and elements are considered by any
rule.

To apply the finite volume the equations
(1.1)-(1.3) are rewritten as follows:

oV O0A 0B
—t—+—=F (2.1)
ot  ox oy
In the equation (2.1)
z 0
1,
V=|q,| A= Eu +9z|,
q, uv
0
B= uv
iv2+gz
2
0
Ju? +v? oV
F= —QUW'FU—
K? oy
Ju?+v: au
—VE s TV
Kyh OX

Integrating two sides of equation
system(2.1) by small element S we have the
formula:

[2ds+[v.(AB)dS= [Fds
a ot !

S

To approximate these integrals we assume
that in small element S the functions z, u, v
can be the constants. Therefore, using Green
formula the above formula can be rewritten
as following:

dv
— S+ §(A B).Aid(S) = j FdS (2.2)
dt oS S

In formula (2.2), S is the area of element.
In the second term of (2.2) 0S is the

241
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perimeter of element, n is the out normal
orthogonal vector ontodS. In the slow
changing process problem to calculate the
integrals we can use the average values for
the functions in S element.

The transmission pollution substance
equation (1.4) can be rewritten as follows:

_o(p ) afp &) _¢
oX oX oy oy

Table 1. The substances and conversion terms

Tran Thu Ha

Or:
%+Ugradci -V.D,gradC, = f, (2.3)

here U=(u,v)

The pollution process model is depending on
the combination of substances and number of
them. The following substances and the
conversion terms are considered:

Variable | Conversion term

58 Er—De

BOD
+ Sed gop — Sett gop

Hyd + FastCOxid — Ry Denitri

CHL Growth. — Death, —Resp . — Settl

RGL".-H; Growth g _RDC‘.-;.-_ Death g — 50D

—Prep_,

7 —FastCOxid — Ry, _ Nitri +Re aeO,
NHL R..\-'o_u___,, Hyd — Ry, P, Growth

+ R__\_.G_m_ Resp 4y — Nitri + Sed NEL
NO; Nitri — Denitri

—Ryoe., (1= P, )Growthy, —Sedy,
Cr Ree,pn FasICOxid + Ro  ReSpog

— Rec,.  Growth.; +Reae., + Sed.,

ATK Rﬂfﬂ Re 'SIJ-D{__HI. — (RM,{}EP@
=Ry (1- P,))Gron vth g

- R__]_LK_ Nitr AVH‘H + R‘M_ng-DE?HF-H'?

prpr | fE]

In the right of equation (2.3) the
combination of substances are considered
and represented by the source functions f;
(i=1, m). These functions f; are called by

conversion terms and written as follows :
m

fi=> k. ;C; (ij=1Lm). Here, m is the
j=1

number of pollution substances, ki; (i,

242
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j=1,...m) are the coefficients depending on
temperatures, different substances as well as
on the element positions.

Integrating two sides of equation (2.3) by
dx and dy we have:

jaacti dxdy+j(div(UCi )—C,divU Jdxdy

S
- [v(D,gradC, )dxdy = IZK, ,C,dxdy
S s j=l
Using the Green formula for the above
equation we have:

I—'dxdy+ IUC nos — _[C divUdxdy

- §Digradci.ﬁ88 jik, ;C;dxdy
0S

s j=1

Then the above equation can be discrete
by the following equation:

C,=(k,Ci; +k,Cp +...+k; ,.C )ALDS

c. ("% 1yds
(—+ —
" hat

oC.
- (C, - D, —%)n, oSAt
OX

C.
—(vC, - D, aay't )n, aSAt

Here the functions are calculated at the
center point of element; dS is the area of
element; 0S- the perimeter of element; C, is
the concentration in the last step;

n=(n,n,) out normal orthogonal vector

of element; u, v and z are the values solving
from (2.2); z; the value of z in the previous
step.

3. Numerical simulation of
contaminant water for thanh nhan
lake.

ThanhNhan Lake is located behind
Thanhnhan hospital. It’s area, water height,
water capacity respectively are 8.1 ha, 1.5m-

3m and 162.0000m°. Waste water flowing
into lake is about 2100 m?® per day-night.

o

Physical hydro properties
— Temperature of lake is oscillated from
23.4 °C t0 23.8° C in dry season.

— pH level is oscillated from 7.88mg/l -
8.57mg/I

— Muddy level is oscillated from 9mg/I to
34 mg/l.

— Salt level (NaCL) isn’t changed in at the
stations getting samples 0.01%

— Oxygen concentration dissolved in water
is oscillated from 7.9 mg/l to 11.6 mg/I.

(=

. Chemical hydro properties:

Organic element group:

— The contents of elements that have the
origin Nito such as NO,, NOs, and NH;
having the following development
processes:

+ The content of NO, is oscillated from
0,055mg to 0.062 mg/l higher than
permitted critical value of surface
water standard in Vietnam (0.01-
0.05mg/l)

+ The content of NOj is oscillated from
0.76mg to 0.81 mg/l lower very much
than permitted critical value of surface
water standard in  Vietnam (10-
15mg/l).

+ The content of NHj; is oscillated from
0.51mg to 0.62 mg/l not higher than
permitted critical value of surface
water standard in Vietnam (1 mg/l).

+ The content of PO, dissolved in water
is oscillated from 0.44mg/l to 0.46
mg/I

+ The content of salt that has origin SO4
is oscillated from 25mg/I to 27 mg/I.

+ The content of substances that have
origin  H,S is oscillated from
0.116mg/l to 0.151 mg/l.
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+ The need of chemical biology oxygen
BOD:s is oscillated from 15.5mg/l to
24.0 mg/l less than Vietnamese critical
standard of surface water quality ( less

than 25 mg/l).

+ The need of chemical oxygen COD is
oscillated from 345mg/l to 400 mg/I.
Therefore, the chemical oxygen need
is higher than Vietnamese critical
standard of surface water quality about

10 times (less than 35 mg/I).

Table 2: Measurement of 6 considering substances in Thanhnhan lake in 11/2001

Tran Thu Ha

e The group of chemical toxin is consisted
of some elements that have heavy metals
such as catmint, mercury, leaden and
mangan. In general, the average contents
of elements, that have heavy metals, are
less than Vietnamese critical standard of

surface water quality (1995).

There are the measurement values of
some substances
writen in table 2.

in the

T16 T17 T18
Gate into the | Area in the middle of Gate out
north of lake lake
Temperature °C 23.4 23.8 23.8
NOs-N (mg/l) 0.81 0.78 0.76
NH; (mg/l) 0.52 0.51 0.62
PO4 ( mg/l) 0,44 0,46 0,46
COD( mg/l) 400 380 345
BOD:s20°C(mg/l) 24.0 15.5 17.0
SO4( mg/l) 27 25 25

c. Geographical data

The geographic data of Thanhnhan Lake
are collected on the map 1:5.000 with the
correction corresponding to real condition.On
the collected data, we establish the input data
for the model. The geographical data is
divided into the boundary and inside area of
These data are divided by the
with 1964
elements and 1058 nodes. This unstructured
net are described as the following figure: We
use norms of substances in the model such as
COD. These
substances have exchanging relation. The
process disintegrated pollution

lake.
unstructured net

BODs, NH4;, NOs

chemical

PO,,

substances are described as follows:
S; (BODs) = k;;.BODs
Si (NH3) = kp1.BODs + ky.NH;
Si (NO3) = k32.NH3 + ky44.NO3
Si (POy) =ks,.BOD

triangular

Si (CO D):k66CO D

Si(SO.)= - k;SO4

i

AN ewymavyr:
v

o

o

=

VAV
% RAvY
K
P
A
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i
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i
o

=
e

lake that are

Fig. 1 The unstructured net of the lake

The data of discharges, water height and
substance contents in the gate into the lake

are as following:

— The discharges in and out of lake are 2100

m°>per day-night.
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— The average water height is 4m,

— The content of BOD5 in the gate into lake
is equal to the measurement value 24mg/I.

— The content of NH3 in the gate into lake
is equal to the measurement value
0.52mg/I.

— The content of PO4 in the gate into lake is
equal to the measurement value 0.44 mg/I.

— The content of SO4 in the gate into lake is
equal to the measurement value 27 mg/I.

— The content of NO3 in the gate into lake
is equal to the measurement value
0.81mgl/l.

— The content of COD in the gate into lake
is equal to the measurement value
400mg/l.

On the gate out there are the condition of
oC,

concentration: = 0 (i=1,..,m) where

n is the out orthogonal vector onto the gate
out of lake.

The measurement positions are described
in the following figure

Figure 2. The measurement positions on the
lake

With the previous algorithm, the
concentration results of BODs, NH;, POy,
COD, NO; , SO, are obtained and described
in the figures 3-10
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Calculation and measurement of NH3
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Figure 9. Calculation and measurment of NOs
contents at some points on the lake
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Conclusion

From the calculation results described by
the transmission pictures of BODs, NHg,
NOz, COD, PO, , SO, it is easily to see that
the calculation contents of these substances
are closed to the measurements. In the
middle of lake there are some errors between
measurements and simulations of BODs,
NH3;, NO3;, COD, SO, and PO,. These errors
can be explained that the contents of
pollution substances are also depending on
lake’s temperatures, alga activates, and
sunshine...These influences aren’t
considered in simulation process. In reality
we see in the place near by the gate out of
lake we see some dead fishes and garbage. It
is can be explained by the direction of flows
in the lake. Therefore, in the gate out some
the measurements of substance contaminants
are higher than in the gate in of lake. The
model can be wused to simulate the
transmission of substance combination in
water with unlimited number of them if we
have enough data. For the beginning values
of coefficients ki ; (i,j=1,...m) in
combination pollution sources f; ( i=1,..,m)
from the right side of equation (2.3) we use
the experimental results from the Institute of
Chemistry with corrections.

In order to improve the model we will
apply the new mathematical methods such as
Kalman filter to correct the results and
Variation Data Assimilation to choose the
suitable diffusion and source coefficients D;,
kij of the contaminant equations. These new
mathematical methods applying to this
contaminant water problem will be published
in the next paper. With the results of

simulation, the model can be developed and
considered as a supported tool to calculate
substance contents and study water quality
for the pollution problems.
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Abstract

Natural fiber biodegradable composites made from renewable resources for a wide range of
applications are growing due to dwindling petroleum resources, eco-friendly preserving the environment,
light weight, energy saving and carbon dioxide reduction and biodegradable characteristics. In the present
work, the interfacial shear strength (IFSS) between coconut fiber and poly(butylene succinate) (PBS)
matrix was evaluated by single fiber pull-out test. Mean IFSS of native coconut fiber/PBS calculated from
debonding force of single fiber pull-out test is low (1.22 MPa), because of the incompatibility between
hydrophilic fiber and hydrophobic matrix and existing the impurities on the surface of coconut fibers.
Therefore, the surface chemical modification of coconut fibers was carried out to improve the interfacial
bonding strength between the fiber and PBS matrix in the composites. Coconut fibers were immersed in
aqueous solution NaOH with different concentrations (3%, 5% and 7%) and soaking times (24h, 48h, 72h
and 96h). The coconut fibers which were immersed in 5% aqueous solution NaOH for 72h at room
temperature showed the best IFSS (2.178 MPa) and 79% higher than that with untreated coconut fibers.
The surface morphologies of untreated and alkali-treated coconut fibers were observed by scanning
electron microscope (SEM) to show the surface characterization providing the information on the level of
interfacial adhesion between coconut fiber and PBS matrix in the biodegradable composite.

Key Words. Natural fiber composite; Coconut fiber; Interfacial strength; Surface treatment

However, some of them are not fully

1. Introduction

Natural fiber composites based on
petroleum-based thermoplastic or thermoset
matrices have been used in various industrial
sectors, especially in automobile industry
such as door panels, seat backs, headliners,
package trays, dashboards, and interior parts
(Cheung et al., 2009; Holbery et al., 2001).

environmentally friendly because matrices
are non-biodegradable. Therefore,
biodegradable composites based on natural
fibers and biodegradable polymeric matrix
made from cellulose, starch, and other
natural resources have been developed to
solve the environmental and recycling
problems (Liu et at.,, 2009; Cheng et al.,



Interfacial Properties of Poly(butylene succinate) Biodegradable Composites 249

Reinforced with Coconut Fibers

2009; Ogihara et al., 2008; Han et al., 2006;
Ochi, 2006: Zhang et al., 2005).

The natural fibers such as hemp, jute,
kenaf, sisal, flax, bamboo, coir, banana,
pineapple, palm, silk, cotton and wood are
renewable resources in many developing
countries. These fibers offer specific benefits
such as low cost, low density, low pollutant
emissions, acceptable specific properties,
renewable characteristics, enhanced energy
recovery, and complete biodegradability
(Satyanarayana et al., 2009; Monteiro et al.,
2009; Bax and Mussig, 2008; Zhang et al.,
2005; Mohanty et al., 2000). They are
considered as strong candidates to replace the
conventional glass and carbon fibers due to
eco-friendless and their advantages. Among
the natural fibers, plant fibers which contain

strongly polarized hydroxyl groups are
hydrophilic in nature leading to poor
interfacial adhesion between polar

hydrophilic fiber and non-polar hydrophilic
thermoplastics, and difficulties in mixing due
to poor wetting of the fiber with the matrix
(Westerlind et al., 1988). Due to the presence
of pendant hydroxyl and polar groups in
various constituents of fibers, moisture
absorption of fibers is very high that leads to
poor interfacial bonding  with  the
hydrophobic matrix polymers. Hence, the
interfacial properties can be improved by
giving appropriate modifications to the
components, which gives rise to changes in
physical and chemical interactions at the
interface. The most important factor to obtain
good fiber reinforced polymer composites is
the bonding strength between fiber and
polymer matrix. Therefore, in order to
develop the composites with better
mechanical properties it is necessary to
decrease the moisture absorption and
hydrophilic character of fibers by suitable
surface chemical modification (Islam et al.,
2010; John et al., 2008; Rahman et al., 2007;
Prasad et al., 1983).

Among the plant fibers, coconut fiber is
nowadays extensively wused in many
industrial applications. Coconut fiber is a

versatile lignocellulosic fiber obtained from
coconut trees, which grow extensively in
tropical countries. Due to hardwearing
quality, durability and other advantages,
coconut fiber is used for marking a wide
variety of floor-furnishing materials, yarn,
rope, etc. However, these traditional coir
products consume only a small percentage of
the potential total world production of
coconut husk. Thus, the research and
development efforts have been underway to
find new use areas for coconut fiber
including utilization of coconut fiber as a
reinforcement in polymer composites. The
structure and properties of coconut fibers
were reviewed in Satyanarayana et al.
(1981). The mechanical properties of the
composites based on polyester and coconut
fibers were represented in (Harish et al.,
2009; Asasutjarit et al., 2009; Monteiro et al.,
2005; Rout et al., 2001).

In order to fabricate a fully natural fiber
biodegradable composite it is necessary to
reinforce complete biodegradable polymers
with natural fibers. Biodegradable polymer is
a polymer susceptible to degradation by
biological activity with the degradation
accompanied by a lowering of its molar
mass. Among the complete biodegradable
polymers, starch, polylactic acid (PLA) and
PBS are of increasing commercial interest
(Lee and Wang, 2006). PLA and PBS are
biodegradable polymers which aim to replace
commodity polymers in the future (Bhatia et
al., 2007). The main aim of the present work
is to study the IFSS of coconut fiber/PBS
system and investigate the effect of alkali
treatment on interfacial properties of coconut
fiber in the PBS biodegradable composites.
Tensile properties of coconut fiber and PBS
were also studied. The IFSS of untreated and
alkali-treated  coconut  fiber/PBS  was
evaluated by single fiber pull-out test. The
coconut fiber surface morphology was
investigated using SEM providing the
information on the level of interfacial
adhesion that would exits between the
coconut fiber and the matrix.
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2. Experimental

2.1. Materials

The golden brown coconut fibers in the
present work were supplied from Betrimex,
JSC., Bentre, Vietnam. The fiber diameter
varies from 100 to 400 pum. Poly(butylene
succinate) pellets (PBS, #1001) supplied by
Showa High Polymers Ltd. (Tokyo, Japan).
The melting temperature of the PBS is about
115°C, the density is 1.26 g/cm®.

2.2. Fiber and PBS characterization

Tensile properties of coconut fibers were
measured using small tensile machine with
load cell of 50 N (Figure 1). Gauge length of
specimens is 10 mm. The single fiber tensile
tests were conducted with a speed of 0.5
mm/min at room temperature. The PBS
plates were fabricated in hot press equipment
(Imoto corporation, Ltd.., Kyoto, Japan)
under 10 MPa pressure for 10 minutes at
150°C and was quenched by ice water. The
PBS specimens of 100 x 10 x 1 mm were cut
out from the PBS plates to determine their
mechanical properties. Tensile tests were
performed using Senstar SC-5H tensile
machine with a load cell of 5 kN. All the
tensile tests were carried out at room
temperature with strain rate of 0.5 mm/min.

0ad ce s : -
Al ‘ 9

-3n

Figure 1. Small tensile testing machine

2.3 Alkali treatment of coconut fibers

Firstly, coconut fibers were treated with
5% NaOH solution for different soaking
times (24h, 48h, 72h and 96h), then the fibers
were removed from the solution, washed
several times with fresh water and
subsequently with distilled water until all the
sodium hydroxide was eliminated. Finally,
the coconut fibers were air-dried for more

Tran Huu Nam et. al.

than two days. Due to the IFSS between 5%
alkali-treated coconut fibers for 72h and PBS
matrix showed a higher than that of untreated
and other alkali-treated coconut fibers,
respectively. Therefore another series of
experiments with the same procedure were
followed except that the coconut fibers were
soaked in various concentrations of NaOH
solution (3%, 5% and 7%) for 72h in order to
select a best concentration for alkali
treatment. The series are designated by 3NX,
5NX and 7NX in which 3N, 5N and 7N
corresponding to the soaking in 3%, 5% and
7% NaOH solution, respectively and X
corresponding to the soaking time in hours.

2.4. Interfacial characterization

A technique which is most frequently
used to measure the IFSS is single fiber pull-
out test. In this test, one end of the fiber is
embedded in a polymer matrix. Untreated
and alkali-treated coconut fibers having
length over 120 mm and average diameter
from 100 to 300 um measured by optical
microscope were used for preparing pull-out
test specimens by pressing individual fiber
between two PBS sheets using above hot
press equipment. The fiber was kept straight
and oriented by fixing its both ends,
extending outside the PBS sheets, on the
mold using the glue as described by
Brahmakumar et al. (2005). Specimens were
removed from the mold after cooling in ice
water. The desired fiber embedded length in
the PBS matrix was obtained by cutting the
fiber by punching a hole through the
specimen. The free fiber was glued into thin
board and clamped with two glass fiber
reinforced plastic tabs. The schematic
representation of single fiber pull-out
specimen was shown in Figure 2, in which d
is mean diameter of coconut fiber and L is
embedded length. Single fiber pull-out test
was performed by using small tensile testing
machine with a load cell of 50 N at a speed
of 0.5 mm/min. A force is applied to the free
end of fiber to pull it out off the matrix while
the force is continuously monitored and
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recorded. IFSS value (t) of untreated and
alkali-treated  coconut  fiber/PBS  was
estimated from the debonding force using
following equation (Luo and Netravali, 1999;
Valadez et al., 1999):

Fd

T= 1)

~ axdxL

where F4 is maximum debonding force.

Firstly the single fiber pull-out test was
carried out for untreated, 5N24, 5N48, 5N72
and 5N96 treated fibers to determine the
IFSSs for the comparison, then pull-out tests
with 3N72 and 7N72 treated coconut fibers
were performed to evaluate the effect of
alkali treatment on the IFSS and choosing a
best concentration of alkali treatment.

PBS Thin board Coconut fiber

N

Jy

20 >

Unit: mm

4
GFRp Clue

Cut-off line

Figure 2. Schematic representation of single
fiber pull-out specimen

2.5. Surface morphologies of coconut fibers

The coconut fiber surface morphologies
were examined using SEM (VE-7800,
Keyence Inc., Osaka, Japan).

3. Results and discussions

3.1. Properties of coconut fiber and PBS

Tensile properties of untreated coconut
fiber and PBS are presented in Table 1. The
tensile strength of coconut fibers is about
from 100 to 150 MPa. The average strength
of coconut fiber is low, but the strain at
failure is quite high compared with other
natural and synthetic fibers such as glass and
carbon. However, the strength of coconut
fibers is sufficient for their use as a
reinforcement in the composites with
moderate strength.

Table 1. Tensile properties of fiber and PBS

Strength  Modulus Failure
(MPa) (GPa) strain (%)

Coir 127.67+17.92 3.0£0.58 27.23 +3.29

Materials

PBS 33.26£1.26 1.02+0.06 9.70 £0.33

3.2 Effect of alkali treatment

Alkali treatment of natural fibers is
applied for making high quality fibers. Alkali
treatment improves the fiber-matrix adhesion
due to the removal of natural and artificial
impurities from the fiber surface as well as it
change the crystal structure of the cellulose
(Valadez et al.,, 1999). Alkali treatment
increases the surface roughness resulting in
better mechanical interlocking and the
amount of cellulose exposed on the fiber
surface (Rahman et al., 2007). Furthermore,
alkali treatment reduces fiber diameter and
thereby  increase the  aspect ratio
(Satyanarayana et al., 1981). Hence, the
development of a rough surface tomography
and enhancement in aspect ratio offer better
fiber-matrix interfacial adhesion resulting in
an increase of mechanical properties.

Figure 3 shows the SEM micrographs of
untreated and 5% alkali-treated fibers for
different soaking times. Micrograph of
untreated coconut fiber shows waxy layer,
globular particles and cuticles on the surface
(Figure 3a). Almost globular particles which
cover the pits on the cell walls are intact in
the 5N24 treated fiber surface (Figure 3b).
Some of globular particles were intact but at
a few isolated places they were removed
creating the holes on the surface of 5N48
treated fiber (Figure 3c). When the soaking
time was increased to 72h the cell was
exposed and a much greater proportion of
globular particles appeared to be removed
(Figure 3d), hence the roughness of fiber
surface increases. However, a micrograph of
5N96 treated fiber shows the fiber surface to
be smooth with no fibril exposure (Figure
3e). The smooth surface of 5N96 treated
fiber is observed due to removal of the
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substances deposited on the fiber surface.
a - Y i

Figure 3. SEM micrographs of coconut
fibers: (a) untreated fiber, (b) 5N24 treated
fiber, (c) 5N48 treated fiber, (d) 5N72 treated

e - = “
res * L2

Figure 4. SEM micrographs of alkali-treated
coconut fibers: (a) 3N72 treated fiber, (b)
7N72 treated fiber.

The effect of NaOH concentrations for
soaking time of 72h on the coconut fiber
surface was shown in Figure 4. For alkali
concentration of 3% (Figure 4a) almost

Figure 3.
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glubolar particles were intact but the surface
impurities were removed leading to more
smooth compared with untreated fiber
surface. When the concentration increases to
7% (Figure 4b) it is observed the removal of
the substances and creating the holes on the
fiber surface, but the roughness is lower than
that of 5N72 treated fiber.

3.3. Interfacial shear strength

The typical force-displacement curves of
single fiber pull-out test between untreated
and alkali-treated coconut fiber in PBS
matrix were shown in Figure 5. These curves
are similar in shape compared with several
previous predictions (Luo et al., 1999;
Valadez et al., 1999). It can be noted that all
the curves exhibit non-linear behavior
characteristics of a ductile  matrix
(Desarmont et al., 1991; Pigott et al., 1991;
Li, 1994).

10

Untreated fibers

—0—5N24 treated fibers
—o—5N48 treated fibers
—0O—5N72 treated fibers
r, —2— 5N96 treated fibers
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AAAAA

Displacement (mm)

Figure 5. Typical force-displacement curves
of single fiber pull-out tests for untreated and
alkali-treated coconut fiber/PBS composites

However, once the force reaches its
maximum value there are clearly significant
differences in the way these curves drop. For
the native coconut fiber, it can be seen that
the force increases gradually and when it
reaches a maximum value, the force
suddenly drops to a lower value of the IFSS.
Subsequently, the fiber is sliding along the
hole-surface until the total embedded length
of the fiber is pulled-out from the PBS. This

response agrees well with that one of a poor
interface because of the incompatibility
between hydrophilic fiber and hydrophobic
matrix (Valadez et al., 1999). This behavior
shows a slight change in the cases of 5N24
and 5N48 treated fibers due to the higher the
roughness of the alkali treated fiber and the
better ~ the  fiber-matrix ~ mechanical
interlocking, therefore the fiber—matrix
interaction is improved. In the case of 5N72
treated fiber, the force-displacement curve
shows a strongly bonded interphase due to
the highest roughness of alkali-treated fiber
surface. The force-displacement curve in the
case of 5N96 treated fiber depicts a slightly
weaker bonded interphase than that for the
case of 72h. The force-displacement curves
in the pull-out test showed that the behavior
of coconut fiber is similar with the one of
other natural fibers (Valadez et al. 1999;
Stamboulis et al., 1999).

IFSSs between untreated coconut fiber
and PBS matrix are shown in Figure 6. Mean
IFSS of untreated coconut fiber/PBS system
calculated from debonding force of single
fiber pull-out tests is low (1.22 MPa),
because of the incompatibility between
hydrophilic fiber and hydrophobic matrix
and existing the impurities on the surface of
coconut fiber. Figure 6 also showed the
effect of soaking time on the IFSS of 5%
alkali-treated coconut fibers/PBS. The IFSS
of 5N24, 5N48, 5N72 and 5N96 treated
coconut fiber/PBS was 1.613 MPa, 2.089
MPa, 2178 MPa and 1.665 MPa,
respectively. It is observed that with increase
of soaking time from 24h to 72h, the IFSS of
alkali-treated coconut fibers/PBS increases.
This can be explained due to higher fiber
surface roughness as shown in Figure 3
resulting in the increase of wettability and
interfacial bonding strength with PBS matrix.
However, the IFSS of 5N96 treated coconut
fiber/PBS is lower than that of 5N72 treated
fiber, because its surface is more smooth
compared with the one of 5N72 treated fiber
as shown in Figure 3d. The results showed
that alkali treatment of coconut fibers has
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increased the IFSS and to be an optimum
value at certain alkali treatment.
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Figure 6. IFSS between untreated and 5%
alkali-treated coconut fiber and PBS matrix
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Figure 7. Effect of NaOH concentrations of
treated coconut fibers for 72h on the IFSS

Furthermore, the effect of different NaOH
concentrations on IFSS between alkali-
treated coconut fibers for 72h and PBS
matrix was shown in Figure 7. The IFSS of
3N72 and 7N72 treated coconut fiber/PBS
are 1.713 MPa and 1.779 MPa, respectively
and lower than that of 5N72 treated fiber.
This may be explained by the lower fiber
surface roughness and the lower IFSS. The
surfaces of 3N72 and 7N72 treated coconut
fiber as seen in Figure 4 are more smooth
compared with the one of 5N72 treated fiber
in Figure 3c. Thus, the results show that the
highest surface roughness the highest IFSS of
alkali-treated coconut fibers/PBS.

Tran Huu Nam et. al.

On the other hand, Figure 8 shows the
relationship between debonding stress and
embedded fiber length for untreated and
alkali-treated coconut fiber/PBS composite.
Strictly speaking, the relationship between
debonding stress and embedded fiber length
cannot be described by a linear function. This
seems to indicate some bond ductility (Pigott
et al., 1991; Li, 1994) and the surface
treatments  increase  the  fiber—matrix
interaction (Desarmont et al., 1991). These
curves indicate that fiber-matrix interaction
increases in the order untreated, 5SN24, 5N96,
5N48 and 5N72 treated fiber.

200
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160 | A 5% NaOH for 48h —-—
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\
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Figure 8. Debonding stress vs. embedded
fiber length

4. Conclusions

The mechanical properties of coconut
fiber and PBS resin have been investigated
and evaluated. Coconut fibers have high
variability in their mechanical properties
with an average tensile strength of 126.67
MPa and modulus of 3.0 GPa. The IFSS
between coconut fiber and PBS matrix was
evaluated by single fiber pull-out test The
effect of alkali treatment on the IFSS of
coconut fiber/PBS biodegradable composite
was investigated. The results showed that
alkali treatment of coconut fibers has
increased the IFSS and to be an optimum
value at 5% NaOH concentration for 72h.
The IFSS between 5% alkali-treated coconut
fibers for 72h and PBS matrix showed
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highest value and 79% higher than that of
untreated  fibers. The fiber  surface
morphology of coconut fiber soaked in 5%
NaOH concentration for 72h showed a
highest roughness of fiber surface. As a
results, surface modification by alkali
treatment can be improved the mechanical
properties of the composites.
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Abstract

This paper presents the design of a very simple structure of a three-degree of freedom silicon
accelerometer. We proposed a flexure configuration in order to meet requirements of small
cross-axial acceleration, high and linear sensitivity. The overall chip dimension is 1.5x1.5%0.5
mm?® (LxWxT) and the beam size is 500x150x10 um?® (LxWxT). Twelve piezoresistors are
diffused on the surface of beam structure. Three simple Wheatstone bridges are formed directly
on this sensor by interconnecting these piezoresistors to sense three components of acceleration
independently. This sensor is designed to have the bandwidth of 200 Hz with low cross-axis

sensitivities.

Key Words: MEMS, piezoresistance, accelerometer

1. Introduction

3-DOF accelerometers are needed for
sensing the three dimensional vector of
acceleration. There are various kinds of
structure of triaxial accelerometer proposed
in Tan Duc Tran (2008), Dzung Viet Dao
(2004). The most disadvantages of these
sensors is the high complexity of structure
which lead to failure of fabrication or
impairment.

In this paper, a very simple structure of a
3-DOF accelerometer is designed and
simulated. The sensor can not only sense the
acceleration in three dimensions but also

easy in fabrication or optimization. The
overall chip dimension is 1.5x1.5x0.5 mm®
(LXWxT) and the beam size is 500x150x10
pm? (LxWxT).

2. Design of the Accelerometer

The 3-D model of the sensor is shown in
Fig. 1. The sensing beams are made of Si,
with a seismic mass is suspended at the end
of the twin beams combined. The p-type
silicon piezoresistors are formed by diffusing
boron ions at the reasonable places on the
surface of the S sensing beams in order to
maximize the sensing output and minimize
the cross-talk effect. When an external
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acceleration is applied to the accelerometer,
the seismic mass will be displaced and the
twin beams are deformed. Stress will be
appeared on the surface of beam that makes
the resistance of silicon piezoresistors

changed. The variance of resistance will be
output

converted to an
Wheatstone bridges.

voltage by

Figure 1. 3-D sensor model

2.1. Structural Analysis

To determine suitable positions to place the
piezoresistors on the surface of the twin
beams, it is necessary to perform structural
analysis. The ANSYS 11.0 software, a finite
element method (FEM), has been used to
simulate mechanical behaviors of the
structure. The FEM model of the
accelerometer is shown in Fig. 2. The
boundary conditions with non-displacement
of beam ends corresponding to anchors is

applied.

NAANAN

Figure 2. The 3-D meshing model
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Natural frequency can reflect the
mechanical sensitivity of the accelerometer.
To specify the natural frequencies in three
directions, the modal analysis has been
performed. Table 1 shown the natural
frequencies in the first three modes.

Table 1. Natural frequencies

Mode  Frequency (Hz)  Note
1 741 X
2 4247 Y
3 7436 z

Figures 3 to 9 show the stress distributions
on the surface of the twin beams due to
application of accelerations. The FEM result
shows that the longitudinal stress is a major
component, the others can be neglected.

.078716 L 15343 .230147

Figure 3. Graphical representation of the
stress distribution due to the application of
Ax acceleration
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Figure 4. Stress distribution along the first
and the second beams due to the application
of the Ax acceleration



Instructions for Authors

NRTRTA 13RTERR FNARAR

Figure 5. Graphical representation of the
stress distribution due to the application of
Ay acceleration
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Figure 6. Stress distribution along the first
beam due to the application of the Ay
acceleration
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Figure 7. Stress distribution along the first
beam due to the application of the Ay
acceleration
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Figure 8. Graphical representation of the
stress distribution due to the application of
Az acceleration
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Figure 9. Stress distribution along the first
and the second beams due to the application
of the Az acceleration

3. Piezoresistance effect

The phenomenon that resistance of crystal
material is varied when subjected to
mechanical stresses is called piezoresistance
effect. It caused by the anisotropic
characteristics of the energy resolution in
crystal space. In silicon material, there are
only three independent coefficients z,,, 7y,

andrz,,. The longitudinal piezoresistance
coefficient 7, is defined in the case the stress

parallels with the direction of the electric
filed and current density. Similarly, the
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transverse piezoresistance coefficient 7z, is

defined in the case the stress is perpendicular
with the direction of the electric filed and
current density. In directions <110> and

<1 10> of n-type silicon (100), we can show
these two coefficients thanks to three
independent coefficients z,,, 7, andz,, as

the following equation:

7T :E(”u + 7y, +7T44)
1)

7Ty :E(”u + 7y, _”44)

From simulation results in Fig. 9 (section
3), we found that two normal stresses
o, and o, are rather smaller when comparing

too,. This phenomenal will affect to the
sensitivity of the sensor. To eliminate this
effect, we should avoid placing piezoresistors
near the fixed end and the start of the beam.
Thus, we can calculate the relative change of
resistance due to the normal stress as the
following equation:

A_I:?:’TIUI + 70y 2)

These p-type piezoresistors were chosen
to diffuse on the surface of these four beams
because they can provide the maximal
resistance variations. These piezoresistors
were aligned with the crystal directions
<110> and <110> of n-type silicon (100).
These piezoresistors were designed to be
identical and fabricated by diffusion method.
The detail information about piezoresistance
phenomena can be found in Yozo Kanda
(1981, 1982).

4. Piezoresistors placements

The positions of piezoresistors were
chosen by utilizing the stress distribution in
order to maximize the sensing output and
minimize the cross-talk. Twelve p-type
conventional piezoresistors (eight ones on
the twin beams and two ones on the sensor

Tran Duc Tan et. al.

frame) are used to form three Wheatstone
bridge circuits.

= Ay
Az
|
Byl gy Ry?
= Ay = =
- = =
Rzl Rz2
— ER2
R
L8 Bzd
[ =
—_
= s |
R4 Ry3

Figure 10. The piezoresistors placement of
on the twin-beam and on the sensor frame

Table 2 shows the increase (+), decrease
(-), or invariable (0) in resistance of
piezoresistors due to application of
accelerations.

Table 2. Resistance variations

Rx Ry Rz
Rxl |Rx2 |Rx3 |Ru4 |Ryl |Ry2 |Ry3 |Ry4 |Rzl |R22 | Ri3 |Rzd
Az |+ 0 0 + + = + S + - - 4+
Ay |+ 0 0 + + - - + [+ +
Ax [+ (o] 0 W + + + + [+ + + +

To detect the accelerations in Y and Z
directions, piezoresistors are connected to
form Wheatstone full bridges (see Fig. 11).

Figure 11. The full Wheatstone bridge circuit

To detect AX acceleration correctly, a
specific circuit is design as shown in Fig. 12.
Note that resistance values of two
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piezoresistors Rx, and Rx; are constant
because they are placed on the outer frame.
The output voltage AX can be calculated:

Vax = Vour-Vour (3)
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Figure 12. Calibrated circuit for AX
detection

5. Sensor Performance

The sensitivity of the accelerometer is the
ratio between the output voltage and the
input acceleration. The sensitivities to each
components of acceleration Ax, Ay, Az can
be summarized in Table 3.

Table 3. Sensor sensitivities

Sensitivity (mV/V/g)  Note
AX 0.103 X
AY 0.19 Y
AZ 0.24 z

The Johnson noise plays a main role
among noise sources. The rms voltage of
equivalent acceleration noise in each
piezoresistor is:

Vo = [k, TBR i=X.Y,Z  (4)

where kg= 1.38 x 102 J/K is Boltzmann’s
constant, T is temperature in resistors, R is
resistance value of the piezoresistor, and B is
measured bandwidth.
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Resolution is then defined as the noise
divided by the sensitivity. The resolutions to
each components of acceleration Ax, Ay, Az
can be summarized in Table 4.

Table 4. Resolution parameters

Resolution (mg)  Note
AX 0.36 X
AY 0.85 Y
AZ 1.11 z

6. Conclusion

In this paper, a very simple structure of a
3-DOF accelerometer is modeled and
simulated successfully. The advantage of this
sensor is simple, easy to fabricate and
optimize while ensuring 3D acceleration
detection. The structural analysis utilizing
ANSYS plays a major role in determining
the positions to place the piezoresistors in
order to eliminate cross-axis sensitivities and
to maximize the sensitivity to the three
acceleration components.
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Abstract

Optimal problems are investigated in the present work in order to determine optimal shape of
rectangular and circular beams in free bending vibration. Maier objective functional is used
from the multicriteria optimization viewpoint. Necessary conditions for the maximum value of
the first natural frequency and the minimum value of the total volume are established by using
Pontryagin’s Maximum Principle (PMP) to determine the optimal configuration of cross-

sectional area along the beam axis.

Key Words: cantilever beam, optimal shape, Pontryagin’s Maximum Principle.

1. Introduction

Eigenvalues including natural
frequencies, critical load and critical speed
are basic and important parameters in the
vibration and stability problems of a
structure. The PMP has been widely used to
investigate the optimal shape of the above-
mentioned problems. We mention the works
of Tran and Vu (1977), Tran and Nguyen
(1979), Szymczak (1983), Szymczak (1984),
Tran and Bui (2009), Atanackovic and Simic
(1999), Jelicic and Atanackovic (2007),
Braun (2008), Atanackovic et al. (2009).

An eigenvalue optimization problem in
general and a natural frequency optimization
problem of rectangular and circular beams in
bending vibration in particular can be solved
by numerical methods as a mathematical
programming problem (find out the optimal

solution in the parameter space - PS) : find A
= [4,,4,,...,4,]1" which maximizes w(A) and
minimizes [V'(A) — Vo)? (if needed) subjected
to the constraints 4; € [Amin, Ama]. Where,
the natural frequency w(A) and the total
volume 7 can be determined by a direct
module (DM), A is one point in PS, V, is a
given value, the cross-sectional area of the i
beam segment 4; is a design variable (DV).
In order to find out the optimal solution in
PS, the total number of feasible solutions (a
feasible solution corresponds to one point in
PS or one solution of DM) is m" (assuming
that every DV is divided into m values).
When increasing m and n, the volume of
calculation is very large, especially in global
optimal and random algorithms such as
Monte Carlo or Genetic ones. These
numerical methods can be solved by iteration
methods in computer.
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The necessary optimality conditions
(NOC) obtained from  Pontryagin’s
Maximum Principle (PMP) or variation
principles (find out the optimal solution in
the state space - SS) allow partially
estimating the optimal characteristics before
using numerical methods. Like this we can
reduce the size of search space namely the n-
constraint optimal problem can be divided
into n extremum, single-constraint problems.
If m =100 and » = 100 then total numbers of
feasible solutions in PS and SS are 100' and
100x100, respectively.

Analytical solution can be obtained by
using NOC for some cases such as excluding
concentrated factors (concentrated masses,
TMD,...) or control variables are continuous
and unconstrained (Atanackovic et al., 2009;
Braun, 2008; Jelicic and Atanackovic, 2007;
Atanackovic and Simic, 1999). An analytical
— numerical method is needed in other cases.

PMP allows estimating the maximum
value of the Hamiltonian function that
satisfies the Hamiltonian adjoint equations
including original and adjoint state variables
(OSVs and ASVs) instead of solving the
minimum objective functions directly. An
analogy between OSVs and ASVs holds for
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some cases due to analogy coefficient k. The
coefficient k is often determined by test
method.

In this present work, the maximum value
of the first natural frequency @ of fixed —
free rectangular and circular beams in free
bending vibration will be determined using
PMP (the solution will be non-trivial
although including given total volume or
not). Maier functional, which depends on
state variables in fixed locations, is used as
the objective function. The sign of £ is
determined by a proposition. The constrained
values are also established for the control
variables 4,.

2. Problem under consideration

We consider a fixed-free beam shown in
Figure 1. This beam of length L is subdivided
into n-1 segments (elements). E; and p; are
the elastic modulus and the mass density of
beam segment material, respectively. L; is the
length of element i. 4; and I; are the cross-
sectional area and the inertial moment of the
cross-sectional area of element i,
respectively. The presentation of 4; and I; for
different cross-sections is shown in Table 1.

y
Eilpth
1 2 3 4 i Indi i+1 p2 n-1 n X
@ @ ~— —o— o ® ® >
1 2 3 i n-2 n-1

Figure 1. The geometry and FE model of a fixed-free beam.

Table 1. Presentation of 4; and Z; for different cross-sections.

Variable

Constant

Notation Cross-Section I, vs 4;
parameter parameter

Ccs1 ol A
hi b,' i 2

(rectangular) 12’

b;
cs2 i, A
(circular) ’i " Ar
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The finite element model (FEM) of the beam
includes »n nodes (/, 2, ..., i, ..., n-1, n) and
(n-1) elements (1, 2, ..., i, ..., n-2, n-1).
Each node has two degrees of freedom
(DOF) including: transverse displacement v
and rotation ¢.

According to Nguyen (2005) and
Karnovsky and Lebed (2004), state
differential equations of a Euler-Bernoulli
beam are:

dv .

E—(P,

dp M

@ H (1)
aMm

E_Q’

do 2

E——a) pPAv.

Where, a vector of the state variables
consists of the amplitude values of a
transverse displacement v, rotation ¢, shear
force Q and bending moment M.

The fixed-free boundary conditions:

v(0) =0;

9(0)=0;

M(L)=0;

o) =0.

The parameters v, ¢, Q and M are

calculated via finite element method (see
Rao, 2004).

)

3. Optimization problem

Consider now a fixed-free beam in free
bending vibration shown in Figure 1.

PMP (Geering, 2007 and Do, 2007) is
used to determine the optimal shape of the
beam. Optimization problem is stated as
follows: find 4; 4; € [Amin, Amax], Which
satisfies the objective function F.

F=—(1-k)o+kV =min (3)
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Where, w is the first natural frequency, 7
is total volume of the beam and %; is non-
negative weight, k; € [0, 1],. Based on state
differential equations (1), objective function
(3) as well as boundary conditions (2), the
following proposition is needed for solving
this problem.

Proposition: with the above-mentioned
suppositions, equations (1), (2) and (3), the
Hamiltonian function A is maximized (in A),
and the analogy coefficient & between adjoint
variables and original variables is positive,
where:

1 {_ 12M°

k| E

P —a)szvz}—klAzmax (4)

Proof: The natural frequency w is here
considered as a state variable. It means that
the role of w is equivalent to those of v, ¢, O
and M in state equations (1). So, state
equations (1) can be rewritten in the form:

V=0,

. M

(02—5,

M =0, )
Q——wszv,

w=0;

V=A

The objective function (3) can be
rewritten in term of the Maier objective
functional as follows:

F=-(-k)o(L)+kV(L)y=min  (6)

The Hamiltonian function H can be
established in the form as follows:

M
H =p1¢)—p2§+p3Q—p4wz pAv+p,0+psA (7)

The adjoint equations can be expressed
under the following forms:

. OH
p=———=p,0°pA (8a)
ov
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) OH
=-S5 ==p, (@)
op
oH 1
L 8¢
D oM El D (8c)
. oH
Py = —@ =—Ps (8d)
. oH
P =———=2p,0pAv (8e)
ow
OH
D, =———=0 8f
Ds or (8f)

The adjoint variables p,, p,, p;, P4, Ps, Ps
are determined as below:

S P00~ 305 0+57=0 ©)

Where, x;, p; are state and adjoint
variables, respectively. Thus,

Pi(L)O(L) + p2(L)Sp(L) + p3(L)SM(L)
+ pa(L)SO(L) + ps(L)oaXL) + pe(L)SV(L)
- p1(0)6v(0) - p2(0)6¢(0) - p3(0)oM(0) -
p4(0)30(0) - ps(0)6e(0) - pe(0)o¥(0) -
(1 - k1)oeAL) + k16V(L) =0 (10)
Hence,

Pi(L)SV(L) + pa(L)Sp(L) + p3(L)SM(L)
+ paL)oO(L) + SaL)[ps(L)-(1-k)] +

ML)Ipe(L) + k] - pi(0)ov(0) -
P2(0)6¢p(0) - p3(0)oM(0) - pa(0)s0(0) -
P5(0)0e(0) - ps(0)6¥(0) =0 (11)

We obtain:

L) = 0; pa(L) = 0; ps(L) = (1 - ka);
po(L) = - ki, p3(0) = 0; pa(0) = O
ps(0) =0. (12)

Assigning:

D :_QHEPZ =M,; (13)

D=0y Py =Vy

We obtain:
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Vi =Py
) M
=" (14)
MH =0y
QH =’ pAv,
subjected to
v, (0)=0;

Py (O) =0;
M, (L)=0;

QH (L) =0.

It should be emphasized that equations
(14) have mathematically similar forms as
those of equations (1). Futher, it is noted that
the boundary conditions expressed in
equations (2) have also similar forms as
equations (15) describing the boundary
conditions of the adjoint system.

Therefore, it can be concluded that an
analogy between the adjoint variables and the
original wvariables is obtained. It allows
yielding the following equations:

kv, =v;
k(DH:(D;
kM, =M,
kQy = 0.

The sign of k£ can be determined by
integrating equation (8e) with appropriate
conditions in equation (12):

(15)

(16)

L L
[ Do <1—k, = %prj Vx>0 (17)
0 0

Thus, the sign of the analogy coefficient &
is larger than zero for the case of maximizing
. 1t was demonstrated by considering the
first natural frequency o as a state variable.
The Hamiltonian function (7) will be
maximized if:
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2
H—{—lZM —a)szvz}klAzmax (4)
EI

Thus, basing on the PMP in optimal
control for above-mentioned system’s natural
frequency, the obtained optimal necessary
conditions consist of: the state equations (1),
the boundary conditions (2), the control
vector 4; € [Amin, Amax] and the maximum
condition of the Hamiltonian function (4).

From the multicriteria optimization
viewpoint, the Pareto front between the
criterion (@, V) is constructed on the basic of
the definition 6 in (Coello et al., 2007): A
solution x € € is said to be Pareto-optimal
with respect to 2 if and only if there is no x’
e  for which v = F(X)=(1(X"),...,il(X"))
dominates u = F(X)=(fi(X),....fi(X)). The
phrase Pareto-optimal is taken with respect
to the entire decision variable space unless
otherwise specified. In words, this definition
says that x* is Pareto-optimal if there exists
no feasible vector x which would decrease
some  criterion  without causing a
simultaneous increase in at least one other
criterion (assuming minimization).

4. Results and discussion

4.1. Validation of model

In order to verify results obtained in the
present work, a fixed — free beam in Nguyen
(2005) is studied for validation analysis
problem.

The input data include: » = 20; p = 8000
kg/m®; E = 2x10™ N/m?; L; = 0.1 m; h; = 0.02
m and b, = 0.02 m for CS1; 4; = 0.0004 m?
for CS2;i=1...n-1.

Hence, the total volume of the beam is
0.00076 m°,

The first natural frequency of the studied
beam is shown in Table 2.

It is evident that result obtained in the
present work and those in Nguyen (2005) are
in good agreement.

Duc-Trung Tran et. al.

Table 2. The first natural frequency w (rad/s)
of the studied beam.

Nguyen (2005) Present
Case  (analytical (FEM

solution) solution)
Cs1 28.1158 28.1160
CS2 27.4749 27.4751

4.2. Results and discussion for the optimal
problems

The optimal problem is described as
follows: find out the changing rule of the
cross-sectional area 4; € [Amin, Amax] Which
satisfies state differential equations (1);
maximizing the first natural frequency @ and
minimizing the total volume 7. We take n =
20; Li=0.1m; b;=0.02 m for CS1; i =1...n-
1; p = 8000 kg/m%;, E = 2x10™ N/m?; Amin =
0.0002 M?; Apex = 0.0004 m?.

4.2.1. The single criterion optimization
problem (ky =0)

The results in this subsection include:

- The optimal values of @: 36.1943 rad/s
(for CS1) and 36.1388 rad/s (for CS2).

- The total volumes of the beams:
0.000613 m® (for CS1) and 0.000596 m? (for
CS2).

- The optimal shapes of the beams is
shown in Figure 2. Where, [ is the distance
from the left end of the beams.

It is seen that the first natural frequencies
are increased about 29% (for CS1) and 32%
(for CS2) whereas the total volumes are
decreased about 19% (for CS1) and 22% (for
CS2) when comparing the optimal beams in
the subsection 4.2.1 with the studied beam in
the section 4.1.

4.2.2. The multicriteria optimization problem
(kl ;"0)

Pareto fronts (or trade-off curves), which
include the set of points that bounds the
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bottom of the feasible region, are shown in
Figure 3.

The Pareto fronts represent the possible
trade-off among different objectives (w, V)
and we can evaluate different trade-off levels
between @ and V. From Figure 3 it is clear
that all objectives can never be
simultaneously reached in best possibilities
(point O).

4.2.3. Forced vibration

Forced vibration analysis is performed for
beam systems to investigate optimal effect on
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vibration amplitude at free end. Assuming
that a harmonic concentrated load [/ =
Fxsin(Qx) is acted at free tip of the beams. F’
and @ are taken as 10 N and 25 rad/s,
respectively.

The displacement time histories at free tip
of the beams (before optimizing — section 4.1
and after optimizing — subsection 4.2.1) are
shown in Figure 4 and Figure 5.

From Figure 4 and Figure 5, we can see
that optimizing the natural frequency of the
beam system leads to reducing vibration
amplitude (about 55 % for CS1 and 66 % for
CS2 at the free tip).

4.5 X 10 T T T T T T T T T
]
S 3.5F . 7
< - Before optimizing ]
=] .. —
s 3F — After optimizing - CS1 -
s | After optimizing - CS2
8 2.5F .
o
15 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
I
Figure 2. The optimal shapes of the beams.
-10
15+ -
20t -
L
kS
= -25F .
S
" -30f .
-35} -
_40 1 1 1 1 1
4 4.5 5 55 6 6.5
v, m? x 10

Figure 3. The Pareto fronts of the beams.
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The displacement time histories, m

-0.1 1 — — Before optimizing - CS1 — After optimizing - CS1
'012 I I I I I I I I I

0 02 04 06 0.8 1 1.2 14 16 1.8 2
Time, s

Figure 4. The displacement time histories at free tip of the beams — CS1.

0.12

0.1 A
0.08 1
0.06 1
0.04 -

The displacement time histories, m

— — Before optimizing - CS2 — After optimizing - CS2

-0.12 -

0 02 04 06 038 1 12 14 16 18 2
Time, s

Figure 5. The displacement time histories at free tip of the beams — CS2.
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5. Conclusions

In the present work, the optimal problem
of rectangular and circular beams in free
bending vibration was investigated. The main
results are summarized as follows:

It is demonstrated that Maier objective
functional allows solving multi-objective
optimal problems, in which maximizing the
first natural frequency @ and minimizing the
beam’s volume V¥ are simultaneously
considered, as a problem of controlling the
final state of the objective functional.

The first natural frequency @ is
considered as a state variable in order to
formulate necessary conditions of the
optimal problem by employing the suggested
proposition.  Using  these  necessary
conditions (equation (4)), multi-objective and
multi-constraint optimal problems as shown
in subsection 4.2 can be divided into
extremum, single-objective and single-
constraint problems.

The Pareto front is constructed to evaluate
the trade-off level between the objectives (@,

The method proposed in the present work
can be developed to eventually control
certain natural frequencies by using PMP.
Moreover, the above-mentioned optimal
design problem could be applied to
determine the optimal shape of a structure
that is the strongest against buckling.
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