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Engineering Mechanics and Automation plays a vital role in nearly every industry, from aerospace
and automotive to energy, manufacturing, robotics, and biotechnology. In the past decade,
Engineering Mechanics and Automation have experienced substantial improvements with a change of
focus in terms of scale, span, and applications. Besides, new requirements in terms of design efficiency
have become more and more important, pushing to relevantimprovements in terms of new methods and
advanced approaches. In such circumstance, the 6" International Conference on Engineering Mechanics
and Automation (ICEMA - 2021) will be organised at University of Engineering and Technology on
November 14, 2021.

The aim of the conference is to provide an international forum for scientific researchers in the
technologies and applications of Engineering Mechanics and Automation. The Conference also aims to
provide a chance for exchange of experiences and international collaboration in these fields. The scope
of the conference includes, but not limited to, the following topics:

- Fundamental Issues of Fluid Mechanics

- Mechanics with Climate Change and Environment
- Industrial and Environmental Fluid Mechanics
- River and Sea Dynamics

- Fundamental Issues of Mechanics of Solids

- Mechanics of Composite Materials and Structures.
- Fracture Mechanics and Fatigue

- Mechanics of Soil, Rocks and Porous Medium
- Technical Diagnostics

- Linear and Nonlinear Oscillations

- Dynamics of Multi-body Systems

- Nonlinear Dynamics and Chaos

- Mechanics of Machines and Mechanism

- Computational Mechanics

- Industrial Automation

- CAD/CAM/CNC Systems

- Control Strategies and Algorithms

- Design Automation

- Intelligent Systems

- Machine Tools and Machinery

- Manufacturing Process Control

- Mechatronics Engineering

- Rapid Prototyping

- Civil Engineering and Transportation Technology



iv Proceedings of the 6™ International Conference on Engineering Mechanics and Automation (ICEMA 2021)

Steering Committee
Nguyen Viet Ha, Nguyen Tien Khiem, Dinh Van Manh

Program Committee

Chairman: Nguyen Dong Anh

Vice Chairman: Nguyen Dinh Duc, Dinh Van Manh

Dao Huy Bich, Nguyen Van Diep, Nguyen Tien Khiem, Tran Ich Thinh, Duong Ngoc Hai, Seung Chul
Jung (Korea), Nguyen Van Khang, Cheol-Koo Hahn (Korea), Pham Manh Thang, Tran Ngoc Hung, Tran Anh
Quan, Jae Woo Wie (Korea), Tran Van Lien, Dinh Van Phong, Pham Chi Vinh, Tran Minh Tu, Bui Dinh Tri,
Pham Anh Tuan, Nguyen Thi Viet Lien, Doan Minh Chung, Nguyen Phong Dien, Nguyen The Duc, Dang The
Ba, Nguyen Tien Cuong, Luong Xuan Binh, Phan Le Binh, Le Van Canh, Nguyen Xuan Hung, Ngo Nhu Khoa,
Nguyen Ngoc Linh, Do Tran Thang, Truong Tich Thien, La Duc Viet, Nguyen Viet Khoa, Nguyen Thoi Trung.

Organising Committee

Chairman: Chu Duc Trinh

Vice Chairman: Nguyen Dinh Duc, Pham Manh Thang, Nguyen Viet Khoa

Dang The Ba, Dao Nhu Mai, Nguyen Ngoc An, Le Huy, Pham Thi Thu Lan, Luong Viet Nguyen
Secretariat

Chairman: Dao Nhu Mai
Dinh Tran Hiep, Nguyen Ngoc Linh, Phan Thi Cam Ly, Chu Thi Minh



10.

I1.

12.

13.

TABLE OF CONTENT

SESSION 1. MECHATRONICS AND AUTOMATION

3D Printed Micro nozzle-based Mixer with Integrated Capacitive Sensor toward High
Precision Mixing Applications

Cuong Nguyen Nhu, Luan Le Van, Lam Bao Dang, Van Thanh Dau,

Tung Thanh Bui, Trinh Chu Duc. ... 3

A Post-processing Approach Using Clustering for Vision-based Crack Detection Algorithms
Quang Manh Doan, Van Duy Nguyen, Cong Hieu Le,
Ngoc Khang Nguyen, Tran Hiep Dinh. ..., 9

A proposed design of vacuum gripper system integration for one specific robotic arm
Tran Van Viet, Do Tran Thang, Nguyen Van Khuong. .....................cccoeiiiinnn.. 16

Fabrication and Investigation of Flexible Strain Sensor for Sign Language
Recognition System
Chi Tran Nhu, Phu Nguyen Dang, Van Nguyen Thi Thanh,

Ha Tran Thi Thuy, Van Dau Thanh, Tung Bui Thanh. ..................................... 22
A Study of Wall Cleaning Robot with Zigzag Motion Trajectory

Van-Tinh Nguyen, Kim-Thuan Nguyen, Ngoc-Kien Nguyen. ...............ccccoeeeveeenne.. 27
Adjusting Material Amount of Proportional Technique for Bilinear

Topology Optimization

Van-Tinh NGUYEN. ........cooooiiiiiiiiiii et e e e e e e e enaeee s 31

Design and implement a UAV for low-altitude data collection in precision agriculture
Minh-Trung Vu, Truong-Son Nguyen, Minh-Trien Pham and Cong-Hoang Quach... 35
Design of PD Controller for Flexible Manipulators by Particle Swarm Optimization
Nguyen Quang Hoang, Than Van NgocC. ... 41

Design of UAV system and workflow for weed image segmentation
by using deep learning in Precision Agriculture
Duc-Anh Dao, Truong-Son Nguyen, Cong-Hoang Quach,

Duc-Thang Nguyen and Minh-Trien Pham......................cccccooiiinneee, 47
Design, Simulation, Fabircation and Characterization of a Pneumatic Soft Gripper

Duc Tien Nguyen, Thanh Tung Bui, Van Nguyen Thi Thanh. ............................. 54
Development of a gripper for a fruit harvesting machine

Tran Thanh TUNQ. ...ttt 59

Development of a Low-delivery-rate Syringe Infusion Pump towards Remote
Monitoring of Biomedical Applications using Accessible IoT Technology

Hang Tran Thanh, Duong Nguyen Dinh, Vinh Nguyen Phuc,

Hoang Tong Tran, An Nguyen Ngoc, Loc Do Quang. ................cocccvevniniincinenncneene 64
Dynamic stability control and calculating inverse dynamics of a single-link flexible

manipulator
Nguyen Van Khang, Dinh Cong Dat, Nguyen Van Quyen. ..............ccccocoveirenirenecennenene 70



vi Proceedings of the 6™ International Conference on Engineering Mechanics and Automation (ICEMA 2021)
14. Fitting Models to Crack Coordinate Data Using Change Detection

Cong Hieu Le, Tran Hiep Dinh...............ocooooiiiieee e 79
15. Improvement in Mixing Efficiency of Passive Micromixer with Integrated Grooves

Cuong Nguyen Nhu, Hang Nguyen Thu, Thao Pham Ngoc..............c.cccooevniininnnnnn. 85.
16. Model Predictive Control for Piezoelectric Actuated System with Hysteresis

Tran Vi IMIINR ...ttt 91.
17. Multi Mobile Robot System Application on Transportation in the Warehouse:

an Introduction

Hanh Nguyen Thi Hong, Hung Truong Xuan, Phuong Phung Kim............................. 96
18. Research and Fabrication of a Carbon Fiber Parabolic Reflector Antenna for Satellite

Ground Station at S-band

Linh Phuong Ta, Hung Xuan Truong, Duong Nam Bui, Huy Xuan Le,

Phuong Viet Vu, Minh Duc NGUYEN. .........ccooiiiiniiiniiiicceeeereeeseeesee s 103
19. Solution for robot cleaning the photovoltaic panels in Vietnam

Duong Vu, Anh Hoang Vo, Trung Duy Dao, Quy Thu Le. ............ccccooiiniinine. 110
20. Design and Integrate Control System for 3R2S2S typed Delta Robot

Hiep Dam Dinh, Huy Khuat Duy, Linh Nguyen Ngoc............cccccocviininninineeee. 118
21. Analysis and design of a photovoltaic water pumping system

Cuong Hung Tran, Ngoc Linh NGUYeN............cccoooiiiiiminiiniicceeseee e 125
22. Fruit Picking Robotic Arm for Agricultural Applications

Pham Manh Thang, Bui Thanh Lam, Hoang Van Manh, Ngo Anh Tuan,

Dang Anh Viet, Kim, Jong-Wook. ..............cccooviiiiee e 131
23. Image processing algorithms for an agricultural harvesting robot in natural

lighting conditions

Bui Thanh Lam, Hoang Van Manh, Pham Manh Thang, Ngo Anh Tuan,

Dang Anh Viet, Pham Manh Tuan. ... 136

SESSION 2. FLUID MECHANICS

24. A sensitivity method studying regional response to external sources of pollution and its

application to 1D water pollution problem

Thu Ha Tran, Hong Son Hoang, Hong Phong Nguyen. ................cccccoevviiinnnnnnnnn. 145
25. Application of GIS tool and hydrologic modelling for flow simulation of Cau river basin

Tran Thi Thanh Huyen, Nguyen Chinh Kien. .....................ccoii, 151
26. Evaluation of salinity intrusion on Kone — Ha Thanh river system

Nguyen Tuan Anh, Nguyen Chinh Kien,

Duong Thi Thanh Huong, Nguyen Thi Hang......................coooniiiiiiiiniiee, 157
27. Study on the influence of period and wave amplitude on the output power of linear

generator by numerical methods

Huy Diep Do, The Ba Dang...........ccoooiiiiiiiiiiii et 163
28. Effect of the Mesh Types on the Prediction of Flow Aerodynamic around Airfoil

Tam Hoang Van, Anh Dinh Le................cooiii e, 170
29. Motion analyses of wave energy conversion dual buoys using ANSYS-AQWA

Nguyen Van Duc, Dang The Ba, Do Huy Diep...........ccocccoiiiiiiiiiiiiiieee, 175



Proceedings of the ®" International Conference on Engineering Mechanics and Automation (ICEMA 2021) vii

SESSION 3. SOLID MECHANICS
30. Effect of Structure Properties on Biped Locomotion

Van Tinh NGUYEI ........coooiiiiiieeee ettt e e s e e erae e naeas 183
31. Exact receptance function of the axially load cracked beam carrying concentrated mass
Khoa Viet Nguyen, Thao Thi Bich Dao, Long Do Vu, Quang Van Nguyen............ 187

32. Force Control of an Upper Limb Exoskeleton for Perceiving Reality and Supporting Human
Movement Using Feed-forward Model
Nguyen Dong Anh, Manukid Parnichkun, Phan Thi Tra My, Nguyen Cao Thang,

Le Thi Hong Gam, Pham Ngoc Chung, Nguyen Nhu Hieu. ....................ccococoi. 194
33. Free vibration of multi-span bi-directional functionally graded beams

Le Thi Ha. ..ottt 201
34. Hopf bifurcation of a mass-spring system with LuGre friction model

Chung Pham Ngoc, Hieu Nguyen Nhu. ...........coooooiiiiiiiiieeee, 208

35. Influence of Technological Parameters on the Quality of Hydroforming Product from
Tube Billet
Dinh Van Duy, Vu Duc Quang, Nguyen Dac Trung.............ccccoooiiiniiiinniiiiniiennen. 214
36. Investigation of a sandwich plate with two MEE face sheets and FGM core layer from
the nonlinear dynamic buckling point of view

Ngo Dinh Dat, Nguyen Dinh Duc, Vu Dinh Giang, Vu Thi Thuy Anh.................... 217
37. Nonlinear vibration in Dufing system subjected to narrow-bad colored noise excitation
N. D. Anh, Nguyen Ngoc Linh, Nguyen Van Manh, Anh Tay Nguyen................... 225

38. Parameters analysis on the vibration of composite ring-stiffened cylindrical shells
in interaction with elastic foundation
Tuan Hai Nguyen, Manh Cuong Nguyen, Quoc Hung Nguyen. ............cc...cooceee. 231

39. Research for static stability of the conical shells including foundation effects

Nguyen Dang Bich, Nguyen Hoang Tung, Le Xuan Tung. .............ccccooeirnninnnnnn. 238
40. Self-Supervised Depth Estimation with Vision Transformer

Xuan-Quang Ma, Van Tinh Nguyen. .............ccooooiiiiiiiiiiiiee e, 246

41. Simulation of crack propagation in FG-GPLRC structures and its application in
dataset generation

Mai Van Trung, Vu Dinh Giang, Nguyen Dinh Duc, Vu Thi Thuy Anh ................. 252
42. Simulation superelastic behavior of shape memory alloy and applications reduce oscillations
Hoang Ngoc Quy, Nguyen Truong Giang. ............c.cccoevviiiiiiiiiniiieiiieeee e, 259

43. Vibration analysis of FGM ring-stiffened conical shells by Continuous Element Method
Cong Vinh Pham, Manh Cuong Nguyen, Tuan Hai Nguyen. ..................ccccocooe. 267

44. Finite element modeling for free vibration behaviors of piezoelectric cracked nanoplates
with flexoelectric effects
Doan Hong Duc, Do Van Thom, Phung Van Minh, Nguyen Dinh Duc................... 274
45. Optimum buckling analysis of laminated composite plates reinforced by multiple stiffeners
Pham Dinh Nguyen, George Papazafeiropoulos, Quang-Viet Vu, Nguyen Dinh Duc. ..281
46. Determination of Aerodynamic Coefficients of Drone Propeller by 3D Scanning
Technology and Blade Element Momentum Method
Nguyen Hoang Quan, Tran Dang Huy, Duong Viet Dung...............ccccooovviiinnncennnnnne. 287






SESSION 1
MECHATRONICS AND AUTOMATION






The 6 International Conference on

Engineering Mechanics and Automation (ICEMA 2021)

Hanoi, November 14, 2021

3D Printed Micro nozzle-based Mixer with Integrated
Capacitive Sensor toward High Precision Mixing Applications

Cuong Nguyen Nhu Luan Le Van Lam Bao Dang
VNU University of Engineering and VNU University of Engineering and Hanoi University of Science and
Technology Technology Technology

Hanoi, Vietnam
cuongnn241@vnu.edu.vn

Van Thanh Dau
School of Engineering and Built
Environment, Griffith University
Brisbane, QLD 4222, Australia
v.dau@griffith.edu.au

Hanoi, Vietnam
luanlv@vnu.edu.vn

Tung Thanh Bui
VNU University of Engineering and
Technology
Hanoi, Vietnam
tungbt@vnu.edu.vn

Hanoi, Vietnam
lam.dangbao@hust.edu.vn

Trinh Chu Duc
VNU University of Engineering and
Technology
Hanoi, Vietnam
trinhcd@vnu.edu.vn

Abstract: Fluid delivery and mixing process are both indispensable parts in many Micro Total Analysis Systems - uTAS. In this
work, we presented a micropump/mixer actuated by the PZT diaphragm with capacitive sensing electrodes integrated into the device.
It can be fabricated by a low-cost 3D additive manufacturing process and is capable of both pumping and mixing simultaneously.
Both the device is first studied using the finite element method and by experiments with prototypes. Both studies demonstrate the
working principles of the devices. Experiments with the sensing electrodes show that they are able to detect the change in pumping

liquid by measuring the change in capacitance.

Keywords: micropump, micromixer, capacitive sensing.

I. INTRODUCTION

In recent years, the advances in microelectromechanical
systems (MEMS) and sub-millimeter and microscale
technology have resulted in micro total analysis systems
(UTAS). These systems integrate multiple devices of
different functions on a single platform. uTAS plays a vital
role in developing low-cost, rapid, and point-of-care (POC)
testing or assays [1]. When it comes to components of
microfluidic devices or uTAS, micropumps are regarded as
the heart of microfluidics systems because they provide the
moving fluids for such devices to work. The practice of
controlling the internal flow in the pumping and mixing
device usually involves the use of the microvalve
structure[2]-[4]. However, valves have the tendency to be
suffered from wear and fatigue. This negatively affects the
durability and reliability of the devices. Apart from pumping
devices, many microfluidic systems also require micro-
mixers, this leads to the development of micromixers [5]-[8].
Usually, the pumping and mixing processes are needed to
occur simultaneously. Unfortunately, micropumps and
micromixers are two separate devices. In other words, a
micromixer needs to be accompanied by other micropumps.
In addition, in mixing applications, it is often required that
the concentration or mixing ratio is precise and monitorable.
However, current micromixers, especially passive
micromixers usually lack these abilities.

In this paper, based on our previous work on the valveless
micropump [9], we continue to develop the proposed device
with an integrated capacitive sensor for mixing applications.
The device is capable of both pumping and mixing
simultaneously. For this purpose, the device is comprised of
two inlets connecting to the pumping chamber, which is
driven by the PZT diaphragm. Interestingly, capacitive
electrodes were embedded along the outlet channel so that the
device is capable of measuring the concentration of the mixed
solution by monitoring the capacitance of the capacitor
formed at the outlet.

Il. STRUCTURE OF THE 3D PRINTED MIXER

A. Design

The proposed device for the mixer consists of a mixing
chamber that serves as the source of driving force for the
devices; two inlets connected to the fluid sources and one
outlet channel where the mixed fluid is conveyed through.
The inlet and outlet channels are connected with the mixer
chamber to form a nozzle/diffuser structure at the center of
the device as shown in Fig. 1 (a). The mixer chamber is
actuated by a PZT membrane provided by Murata
Manufacturing Co., Ltd [10]. It is comprised of a brass plate
and a piezoelectric material plate. The piezoelectric plate is
smaller and is firmly bonded onto the brass plate. The wires
are connected to this silver-plated PZT and the brass plate.
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Fig. 1. (a) Design of the micropump with the zoom-in shows dimensions at the nozzle rectifier (b) Illustration of nozzle/diffuser structure
and the pumping behavior (c) Set-up for the integration of capacitance sensing

The PZT diaphragm is then connected to the external voltage
source. Because of the piezoelectric effect, the PZT material
part will contract or expand according to the polar of the
applied voltage. The magnitude of deflection will depend on
the magnitude of the said voltage. The mechanical stress
produced by the PZT under electrical stress is proportional to
the voltage magnitude. The voltage magnitude is, therefore, a
parameter in controlling the behavior of the PZT diaphragm.

The mixer does not use valves to control the flow.
Therefore, in order to mitigate the undesired backward fluid
flow in the mixer, the device integrates the nozzle/diffuser
structure, which is illustrated in Fig. 1 (b). It is simple to
fabricate but efficient when it comes to flow rectification.
This simple structure allows it to easily integrate into the
device, which makes the device simple in structure, and thus,
helps reduce the fabrication time and cost. The
diffuser/nozzle component has the ability to work with high
frequency, and fast response time [11].

B. Capacitive Sensing

The device is further enhanced by embedding sensing
electrodes along the outlet channel. This sensor is expected
to measure the capacitance along the outlet channel for
different fluid materials and mixing ratios in real-time and set
the foundation to build a closed-loop pumping/mixing
system. A capacitor is formed when at least two electrical
conductors, often in the form of metallic plates or surfaces are
separated by a dielectric medium. The capacitance of a
capacitor is a function of the geometry of the design including
the area of the plates and the distance between them and the
permittivity of the dielectric material, which is the measure
of the electric polarizability of a dielectric. Two electrodes of
equal size of 20x7 mm were added to the top and bottom face
of the outlet channel as in Fig. 1 (c). These two electrodes
create a parallel-plate capacitor with the dielectric material
being the fluid inside the outlet channel. The capacitance of a
capacitor constructed from two parallel plates is given by:
in which C is the capacitance (F), A is the area of overlap of

the two electrodes (m?), o is the permittivity of the dielectric
material between two plates (F/m) and d is the separating
distance between two plates (m).

Since the area of the plates and separation between the
plates is constant, the capacitance of the created capacitor

depends on the material between the plates i.e., the
permittivity of the fluid at the outlet channel. Thus, the
capacitor would give different capacitance for different
liquids due to the difference in their permittivity values.
Therefore, by embedding two electrode plates, the device is
expected to be able to detect the liquid being mixed or the
ratio of the mixing solution by measuring the capacitance
between the integrated electrodes. Each electrode was then
connected to the capacitive sensor. The capacitance to digital
converter FDC2214 provided by Texas Instruments [12],
which is a multi-channel, noise-resistant, high resolution,
high/speed capacitance-to-digital converter, was used. The
sensor has a resolution as high as 28 bits with a fast sample
rate of 4.08 ksps. This makes it easy to be implemented on
applications that involve fast-moving targets. The sensor is
capable of measuring a wide capacitance with a maximum
value of up to 250 nF.

I11. NUMERAL SIMULATION

A. Simulation Setup

A simulation was conducted to verify and study the
characteristics of the proposed device. The simulation was
carried out on COMSOL Multiphysics©, a finite element
analysis, solver, and Multiphysics simulation package. The
mixer was modeled by multi-physics simulation in which the
transient flow and piezoelectric analyses were coupled as in
Fig. 2. The transient flow models model the velocity and
pressure profiles of the fluid while the piezoelectric took into
account the two-way conversion between electricity and
displacement of the piezoelectric material. The motion of
fluids is governed by the Navier-Stokes equations. In the case
of an incompressible Newtonian fluid flow, the equation
yields:

pujfot+u-Vu)= —Vp+V-ubu
where u is the velocity, p is the pressure, p is the density, and
u is the dynamic viscosity of fluid flow.
This equation is accompanied by the continuity equation
which represents the conservation of mass:
V-u=0

The fluid-wall condition was considered to be no-slip:

u=20

The stress and deformation on the diaphragm, which are
generated by the voltage applied on the piezoelectric
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diaphragm, are expressed by the following stress-strain
relations:

T=cgS+e"E

D =eS +€eE
where T and S are the stress and strain matrices, respectively;
E the electric field and D the electric deformation and cg, e,€s
the elasticity, coupling, and permittivity —matrices,
respectively.

Electrical Potential

Usolid = Ufluid

V =V, sin(2nft)

Open Boundary
-n-J=0ifn-u=20
c=cyifn-u<0

Open Boundary
—n-J=0ifn-u=0
Ground c=0ifn-u<0

V=0

Fig. 2. Boundary condition set-up for the mixing simulation

TABLE I. TABLE TYPE STYLES
Properties Values Unit
Density of water 1000 kg/m3
Viscosity of water 0.8 mPa
Density of copper 8960 kg/m3
Young’s modulus of 110%10° Pa
copper
Poisson’s ratio of 035 1
copper
Diffusion coefficient 1.412x10° m?/s
Concentration 150 mol/m?

The PZT diaphragm clamped at its edge is actuated by an
applied voltage V,,, = V,sin(2rft) , where v, is the
amplitude of the voltage, f is the driving frequency. The
fluidic response inside the pump was simulated using the
fluid-structure interaction (fsi) and the displacement of the
piezo diaphragm by coupling piezoelectric (solid) and
electrostatics (es) modules. To study the mixing process of
the proposed structure, the Chemical reaction module was
added. Due to the dilution, properties of the mixture such as
density and dynamic viscosity can be assumed to correspond
to those of the solvent. The mixing simulation modeled the
transport of chemical species through the process of diffusion
and convection. The diffusion of the solute, dilute mixtures,

or solution is governed by Fick’s law:

% +7-J=0
in which, c is the concentration of the species (mol/m?), D is
the diffusion coefficient (m?/s), and J is the mass flux
diffusive flux vector (mol/(m?s)).

The inlets and the outlet of the model were defined as
open boundaries. This established the mass transport across
the boundaries where both convective inflow and outflow can
occur. When the fluid flows into the domain, an exterior
species concentration is defined as:

c =y

In contrast, when the fluid flows out of the domain, the
boundary condition is equivalent to the outflow:

n-DVc =0

One inlet was set with a species concentration of 150
mol/m?® while the concentration at the other inlet was set to

zero. Properties used in the simulation model are listed in
Table I.

B. Simulation Results

T=1.000s

Inlet 1 (NaCl) Inlet 2 (Water)
Yo o o v
< ~N o o o o o
— - 0 W <« N O
[ T T——

Concentration of NaCl

T=1.008s

Fig. 3. The evolution of the mixing process in one period at 100Hz

Fig. 3 presents the simulation results on the evolution of
the mixing process in one period of the applied driving
voltage. The driving frequency chosen in the simulation was
100 Hz. The color represents the concentration of sodium
chloride (NaCl). Similar to the pumping process [9], the
mixing process also involved two phases, namely the suction
phase and the discharge phase. During the suction phase, the
currents from two inlets, which are closer to the pump nozzle
than the outlet, are sucked into the mixer chamber. Since two
inlet flows are collinear and opposite in direction, they will
collide directly, and the mixing process starts. In addition, the
inlet channels are perpendicular to the outlet ones, the coming
flow from the inlet blocks the backflow by the outlet at the
crossing. In addition, the diffuser on the outlet channel also
limits the liquid returning from the outlet to the mixer
chamber. For the discharge phase, the liquid concentrated
surrounding the nozzle of the mixing chamber moves through
the nozzle. Thus, the suction and pumping phases
successively occur and push the mixed liquid from inlets to
the outlet. Fig. 4. provides a closer look at the mixing process
captured at discharged phase. The lines present the streamline
of the fluid flow. It represents the path of the fluid flow inside
the device at one instance. It can be seen that the circular
shape of the chamber and the fact that two inlet channels were
designed facing each other facilitated the mixing process.
When the suction phase starts, the liquids from two inlets
were drawn into the chamber, the two flows met at the
intersection between the inlets and the nozzle/diffuser
structures. Because the two flows were then opposing each
other, they collided, and the mixing process started. When
liquids were already drawn into the chamber, the circular
shape of the chamber caused each liquid flow to move along
the circular wall of the chamber. They eventually met at the
line of symmetry of the chamber. In addition, vortices were
also created when the liquids were drawn into the chamber,
this further helped improve the mixing process.



Cuong Nguyen Nhu et. al.

140
120
100

180
160
40
20

Fig. 4. The concentration and velocity streamline
of the fluid at 100 Hz

The frequency of the simulation was then set to vary from
50 Hz to 150 Hz. The concentration at the outlet was obtained
to get an average value. Fig. 5 shows the average
concentration at the outlet for different driving frequencies.
As can be seen from the graph, the average concentration
increased with the frequency. When the voltage of 50 Hz, the
concentration was the lowest, at 43.13 mol/m3. At 100 Hz,
the average concentration increased to 48.89 mol/m?® while
the figure was the highest, at 52.86 mol/m® when the 150 Hz
voltage was applied. It can be concluded that the
concentration of the liquid at the outlet can be changed by
changing the frequency to the appropriate value.
54

FY S o o
[=2] [=-} o L]
1 1 1 1

Average Concentration (mol/m®)

:

FS
N

T T T
60 80 100 120 140 160
Frequency (Hz)

B
o

Fig. 5. The average concentration at the outlet at different frequencies

IV. EXPERIMENTAL RESULTS

A. Mixing Process

The prototypes were fabricated using a 3D printing system
(Conex3 Objet500, Stratasys) and were used in the
experiments to demonstrate the mixing ability of the device.
The set-up is shown in Fig. 6 (). Dyed waters of blue and red
colors are injected into the inlet channels 1 and 2, respectively.
The mixing efficiency was determined for two cases of
voltage. The experiments were conducted with the applied
voltage of 220V and two different driving frequencies of 10
Hz and 100 Hz. A glance at the mixing results in Fig. 6 (b) and
(c) reveals that the mixing efficiency was much better in terms
of mixing speed and mixing outcomes when the voltage was
applied and when the device operated at a higher frequency.
With the presence of the driving voltage of 10 Hz, the mixing
did not occur strongly. The colors of the fluid in two halves of
the nozzle/diffuser structure and the beginning end of the
outlet were still very different. The difference was, however,
reduced with the applying of the 100 Hz — 220V voltage.

Especially, the mixing liquid achieved homogeneity in color
as in Fig. 6 (¢). Two colored liquids were evenly mixed right at
the nozzle/diffuser structure.

Function generator  Amplifier

Driving Voltage
Red dyed water

_ & "(i &
/ \‘JM

Blue dyed water - (c)

(a)

 £=100 Hz|

| .

Fig. 6. Micropump in mixing mode with two colored liquids: (a), (b) &

(c): Color of mixed liquid in the outlet channel with the applied voltages of
220V-10Hz and 220V-100Hz, respectively

54300000 - I RN S
8 54250000 +
©
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=
g_ 54200000
Q
<
Trial 1 ——— Trial 2
54150000 - Trial 3 Trial 4
Trial 5 - Averaged Value
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54100000 T T T T T
0 1 2 3 4
Time (minute)
Fig. 7. Acquired data for 4 minutes with the outlet channel filled with
water

V. CAPACITANCE SENSING

The experiments with different liquids and its
concentration were conducted. The data acquired from the
sensor was converted to decimal numbers and stored on the
connected computer for further analysis. Fig. 7 presents the
data acquired from the sensor for 5 trials. In all the trails, the
outlet channel was filled with water, and in each
measurement, the data was acquired for 4 minutes. The data
acquired from 5 trials were shown in Fig. 7. The value which
represented that capacitance value was inevitably influenced
by noise from the surroundings and the values measured for
each trial were slightly different. However, it can be seen that
in each trial, a fairly straight averaged line was observed. In
addition, the measured values had the tendency to converge
with time. Overall, the measurement with a fully filled water
outlet channel returned an average value of 54310000. The
experiment with the capacitive sensor was continued with the
solution of sodium chloride at 20% (wt:wt%) as another test
liquid at the outlet. Five trials, which measured the
capacitance of the outlet channel for 4 minutes, were carried
out and the obtained data were compared with the previous
results with water. The comparison between the acquired data
from the experiments with water and Sodium chloride is
presented in Fig. 8. The medium data were plotted with the
color bands indicating the 95% confidence intervals. It can be
seen from the graph that the measured values for water and
Sodium chloride solution were quite distinct. To be more
specific, the value for Sodium chloride solution fluctuated
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around 53900000 while the figure for water was higher, at
54310000. The ranges for each case were quite distinct. There
was no overlap between the confidence interval of data for
water and sodium chloride solution. This shows that the
chosen capacitive senor along with its acquired data can be
used to distinguish the solution inside the microchannel or in
this case, the outlet channel.

S ————

54300000 -

Water
NaCl 20%

54200000

54100000 -

Acquired Data

54000000 4

53900000 | e

Time (minute)

Fig. 8. Acquired data for 4 minutes with the outlet channel filled with
water and the solution of sodium chloride 20%

The experiments with two types of water, namely drink
water and distilled water, and sodium chloride solution with
three different concentrations from 10% to 30% (wt:wt%)
was then set up and carried out. The experiment with each
liquid was carried out 3 three times each. The obtained data
were shown in Fig. 9. The data for drinking water was the
highest at 54005015. At the same time, the figure for distilled
water was slightly slower, at 53919340. Meanwhile, the
numbers for Sodium chloride solutions were much lower,
ranging from 53539273 to 53662450. Interestingly, there is a
recognized relationship between the concentration and the
received data. The values of the obtained data decreased with
the increase in the concentration of the sodium chloride
solution. The data for Sodium chloride solution of 10%
concentration was the highest, at 53662450. The figure for
20% Sodium chloride solution was lower, at 53623773. The
data obtained for the experiment with 30% sodium chloride
solution was 53539273. It can be implied from the given data
that by measuring the capacitance between electrode plates
embedded along the outlet channel, not only can we detect
different liquids being mixed or conveyed through the outlet
channel, but we can also detect the ratio or the concentration
of the mixed liquid.

The final experiment was to understand the behavior of
the device when the fluid inside it changes from one
substance to another. In the first trial, the device was initially
filled with the Sodium chloride solution of 20%
concentration. The fluid inside the micropump was then
changed gradually to distilled water. In the second trial, the
reverse process was carried out, i.e., the device that was
previously filled with distilled water was injected with a
sodium chloride solution of 20% concentration. Due to the
slight difference in base level data, the taken data were
divided by the value measured at the beginning of the
experiment. The results for such transients are presented in
Fig. 10 with the corresponding areas around the lines showing
the 95% confidence interval. It took around 100 data steps for
the data to stabilize.
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Fig. 9. The acquired data from the capacitive senor for different liquid
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Fig. 10. Data acquired from the transient from sodium chloride 20%
solution to distilled water and vice versa.

VI. CONCLUSION

Simulation results confirmed the mixing ability of the
device. The mixing function was also demonstrated by the
experiment with color-dyed water. The obtained data for
water and chloride solution from the capacitive sensor were
quite distinct. There is a recognized relationship between the
concentration of NaCl and the received data. Thus, by
measuring the capacitance between electrode plates
embedded along the outlet channel, we can detect different
liquids being mixed as well as the ratio or the concentration.
This is expected to set the foundation to build a closed-loop
pumping/mixing system.
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Abstract: With the advance of technology in recent years, infrastructure has been well developed, leading to an essential requirement in
its monitoring and maintenance. Instead of using human labor, automatic systems such as mobile robots and unmanned aerial vehicles
have been gradually employed to reduce workplace injuries and increase the efficiency of the process. Besides, vision-based methods have
been developed to detect and recognize infrastructure degradation, such as surface cracks. Although the results of recent methods are
promising, their dependency on the quality of the input image, which is impacted by some barriers such as lighting conditions or surface
material, still remains. This study represents a new classification method to reduce noise and increases the quality of segmentations
resulted from some recent crack detection techniques. With the employment of machine learning and image properties such as intensity,
area, and shape, the proposed approach has improved the effectiveness of two recently analyzed techniques by almost 1%.

Keywords: crack detection, segmentation, noise cancellation, classification, clustering.

I.  INTRODUCTION

Compared to traditional inspection techniques, computer
vision-based approaches have recently attracted many
researchers due to its advances in data collection, condition
assessment, and risk management [1-2]. In general, techniques
in this field can be classified into the following groups: (i)
thresholding [3-5], (ii) Machine learning (ML) [6-8], and (iii)
Deep Learning (DL) approaches [9-11]. These methods are
based on the difference between the crack pixel and its
background, or the features of crack images and their ground-
truth that were extracted and learned from the ML and DL
models.

Although the results obtained from ML and DL
approaches are promising, it is dependent on the quality and
size of the training dataset that is still a challenge of the field
[12]. On the other hand, thresholding methods are based on
the intensity difference between crack pixels and their
surrounding, where an assumption of low intensity of the
crack pixels are normally utilized. In [4], a recursive algorithm
was proposed to continuously find a new threshold for dark
regions in the histogram of the image until the intensity
difference between these regions and the background is less
than a given cutoff threshold. In [5], an automatic pavement
crack detection approach was developed based on multi-scale
images where parameters at each stage could be fine-tuned as

per user’s purposes. It is significant to see that the pixel
intensity and region properties are essential in the
aforementioned methods to improve the quality of crack
detection results.

In this paper, a post-processing approach based on image
properties is proposed for applications in crack detection. The
approach is developed for noise cancellation of segmentations
returned by thresholding-based crack detection techniques.
The segmented regions are clustered into crack and noises
using the Clustering by Fast Search and Find of Density Peaks
(CFSFDP) algorithm [13] and ML. The best feature pair for
the noise cancellation technique is evaluated and selected
from four essential parameters: the area, the eccentricity, the
brightness, and the contrast. Besides, two thresholding-based
crack detection techniques are employed to verify the
effectiveness of the proposed approach, namely the Multi-
scale Fusion Crack Detection (MFCD) [5], and the Contrast-
Based Autotuned Thresholding (CBAT) [14].

The contribution of this paper is two-fold: First, CFSFDP
is adapted into the crack detection problem. Unlike the
original CFSFDP where location information is utilized,
image properties are proposed in this approach. Then,
comprehensive experiments are conducted to select the best
feature pair for the proposed technique where an accuracy
improvement of almost 1% has been achieved. The rest of the
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paper is structured as follows: Section Il gives a brief
introduction about the MFCD, CBAT, and CFSFDP. The
proposed noise cancellation (NC) technique is proposed in
Section I1l. Experimental results, discussion, and conclusion
will be presented respectively in Section IV and V.

Il. RELATED WORK

A. Multi-scale Fusion Crack Detection

MFCD is a thresholding-based crack detection method
that can extract crack pixels from input images without using
any training data. The Gaussian method is first employed to
create multiscale images and extracts features representing
cracks at each scale. By tuning the input parameters, one can
then find and fuse the crack candidates at different scales to
get the result. However, MFCD is not computational effective
due to its dependency on the image size, the number of scales,
as well as the input threshold. Moreover, its final
segmentations have not been optimized and still contain some
non-crack regions that should be removed.

B. Contrast-based Autotuned Thresholding.

CBAT method is a variation of the Otsu algorithm [15]
that calculates thresholds by recursively focusing on the
darker side of the image histogram to separate the interested
regions from the background. Each time a new threshold is
identified, the interclass contrast between the background and
foreground is updated. A pre-defined value is set to trigger the
stop condition when the value is exceeded by the updated
interclass contrast. Compared with the original Otsu and other
variations, the quality of segmentation by CBAT has been
much improved, especially on low-intensity images.
However, CBAT is dependent on the stop condition and has
not taken the region size into account. Hence, CBAT cannot
identify the difference between crack and non-crack regions
such as small round dark points, black-hole regions on the
surface... which also appear in low-intensity levels.

C. Clustering by Fast Search-and-Find of Density Peaks

CFSFDP is a clustering algorithm that has been developed
recently for data separation. First, the density peaks are
calculated based on the local density (p,,) and the minimum
distance (6,,) to data points of higher density. A decision
graph is then employed to assist a manual selection of cluster
centers with high density. The local density (p,,) and the
minimum distance (&,,) of each data point are defined as
follows:

Pnm =zl(dmn_dc)' (1)

S, =min(d,, )(n:p, > py ), 6

where x(x) = 1if x < 1and x(x) = 0 otherwise, d,,, is the
distance between the m-th point and other local data, d.. is a
given threshold distance. This clustering technique can be
directly applied in the crack detection problem if crack and
non-crack regions are well separated in terms of locations.
However, its effectiveness is much reduced if the location
difference between those is minor. To overcome this
challenge, we propose in this paper an implementation of
CFSFDP using the image properties instead.
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I1. METHODOLOGY

Because both MFCD and CBAT are density-based crack
detection algorithms, they can not have good segmentations
with low-intensity images. Even though these algorithms are
fine-tuned, in the final segmentation, there are many noise
regions. The reason for this problem is those regions have the
same pixel intensity as the crack regions. For dealing with this
task, a noise cancellation approach base on other features is
necessary. In this section, a brief introduction about image
properties that will be used in the extended CFSFDP is
presented. A comprehensive analysis is then conducted to find
the best feature pair for the clustering algorithm.

A. Area and Eccentricity

Generally, cracks appear in an image from a point, a
specific region on the surface, and randomly develop their
branches in a variety of directions and shapes. Branches of
crack normally appear in a long shape, narrow width, and
could be connected together at intersections. Hence, the size
of cracks is normally larger than that of non-crack regions.
However, a large region is not always a crack, since potholes,
sinkholes, or shadowed regions can also contain those
characteristics. Although the size of regions is comparable to
that of crack, their length-to-width ratio is small. With this in
mind, the Area (4) and Eccentricity (E) are employed. Here,
A is the ratio between the size of the foreground and
background regions, E is the eccentricity of an ellipse that can
be fitted to the segmented region, as can be seen in Figure 1.
When E is close to 0, this region could be considered as
circle-like regions or non-crack. When E is close to 1, the
regions has a narrow width and line-like shape. Let N; be the
number of pixels in the i-th region of a segmentation, its
properties A; and E; are given as:

Ni
Aoy ©

(4)

where S is the size of the foreground, a; and b; are the length
of the major and minor axis of the ellipse covering the
foreground region.

Figure 1: Eccentricty of ellipse.

B. Brigtness and Contrast

Besides the area and eccentricity, cracks are also featured
by a high-intensity difference between the crack pixels and
their surrounding [3,4]. However, these features are difficult
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to be detected in dark and low contrast images. This is also an
obstacle for MFCD and CBAT to achieve high accuracy in
these circumstances. To address this issue, two parameters
representing the brightness (B;) and the contrast (C;) of each
i-th region are utilized as follows:

B =30 ®)
~ max(R,)-min(R;)
' max(R )+min(R) (6)

where M, is the density of eack pixel k, max(R;) and min(R;)
are the maximum and the minimum intensities of the region.

C. Evaluation metric

In this article, the F-measure (F;) [16] is used to evaluate
the quality of MFCD and CBAT segmentations. F; is a
similarity measure between a resulting segmentation and its
ground-truth that is annotated by humans. This measure is
calculated as the average of Precision (p) and Recall (r) with
the same weight. The metric range is from 0 to 1
corresponding to an increase in segmentation quality and
calculated as follows:
2x pxr

F:
Yopar

()

The precision is the ratio between the crack pixels and that of
the foreground area where the recall is the ratio between the
detected crack and the actual ones. These metrics are
calculated as

__tp

p_tp+fp’ C)
_tp
Ctp+fn’ ©)

where tp, fp, fn are respectively the true positive, the false
positive and the false negative.

D. Noise Cancellation with CFSFDP

As an intensity-based approach, MFCD and CBAT still
return segmentation with noises when the difference between
crack and background pixels is minimum. To deal with this
problem, a noise cancellation approach is developed
summarized as a flowchart in Figure 2. As discussed
previously, it is possible to filter out those noises using the
properties A, B, C, E, and the clustering algorithm CFSFDP.
Instead of using the features of the original CFSFDP, the best
two of the properties introduced in Egs. (3)-(6) are employed.
The properties are selected pairwisely and implemented in
CFSFDP where crack and non-crack regions are labeled for
training and testing. In this work, 156 segmentations of
MFCD on two datasets: AigleRN [17] and CFD [18] are
employed, resulting in 12562 labeled regions.

The data is then split into the train and test sets with the
80/20 ratio. Available classifiers and their variants in Python
3.8 are utilized to train the models. Let us denote
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Figure 2: Noise cancellation flowchart.

TABLE I: Comparison between feature pairs

Combinations MFCD | MFCD+NC Gain
DPAB 0.7922 0.7981 0.0059
DPAC 0.7922 0.7991 0.0069
DPAE 0.7922 0.8002 0.0080
DPBC 0.7922 0.7975 0.0053
DPBE 0.7922 0.7970 0.0048
DPCE 0.7922 0.7962 0.0040

the combination of A and B implemented in CFSFDP as
DPAB, the remaining combinations are respectively denoted
as DPAC, DPAE, DPBC, DPBE, and DPCE. The best
classifier for DPBC is the ensemble Bagging Tree while that
of the remaining combinations is the Gradient Boosting Tree.
The selected classifiers are then employed on the test set to
choose the best features pair for the proposed automatic noise
cancellation. The performance of the classifiers on the test set
is shown in Table I. Since DPAE outperforms other
combinations on the test set, this combination is selected for
the approach. Figure 3 presents an example of the noise
cancellation process in a segmentation using MFCD.
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Figure 3: Demonstration of the noise cancellation process on MFCD:(a) Input image, (b) Ground-Truth, (c) Decision Graph,
(d) Result of MFCD, (e) Noise detected (in red).

IV. RESULTS

A. Noise Cancellation Results on MFCD

Figure 4 shows the performance of MFCD under the
impact of the proposed noise cancellation DPAE, denoted as
MFCD+DPAE. Notably, the segmentation results of
MFCD+DPAE are better than that of the initial MFCD,
where unwanted regions (represented in red) are removed.
The quantitative results reported in Table Il have verified that
with the proposed NC, the performance of MFCD can be
improved significantly. On all four sample images, the
improvement of the evaluation metric F; is about 1% when
using DPAE, especially over 3% on Image 4. Besides, the
average F; in the test set is also improved. Since there is not
much noise in some results of MFCD, the overall
improvement is 0.8%.

B. Noise Cancellation Results on CBAT

Some results of DPAE on CBAT (CBAT + DPAE) are
shown in Figure 5. Unlike the MFCD, CBAT segmentations
are noisier and hence the difference between CBAT and
CBAT+DPAE is more significant. It can be seen in the
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examples that most noises are removed after using DPAE.
This is verified quantitatively in Table 1ll, where an
improvement of at least 2% is observed. Especially, a
significant improvement of 11.98% is noted in Image 8. The
impact of DPAE on CBAT is clearer than that on MFCD. The
average result of CBAT+DPAE on 156 images shows a boost
of 0.93% in F; score.

TABLE II: Quantitative results of MFCD+DPAE

Name MFCD MFCD+DPAE
Image 1 0.8653 0.8783
Image 2 0.8708 0.8817
Image 3 0.9168 0.9372
Image 4 0.9034 0.9346

oo | 0722 08002
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Figure 4: Noise cancellation on MFCD images.

TABLE I1I: Quantitative results of CBAT+DPAE

Name CBAT CBAT+DPAE
Image 5 0.7971 0.8614
Image 6 0.8440 0.8713
Image 7 0.7731 0.8595
Image 8 0.7557 0.8755

o 1A5"Gegamgaeges 0.6890 0.6983

V. DISCUSSION

Experimental results have shown the significant impact of
DPAE on both MFCD and CBAT. The improvement in terms
of F; score on some segmentations of MFCD is up to 3%,
although the accuracy of the MFCD alone is already around
90%. The average improvement of DPAE on segmentations
of MFCD on the test set is approximately 0.8% since some
segmentations in the test set do not contain noise. The effect
of DPAE is more notable on crack detection algorithms that
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return more noises as CBAT. The overall improvement of
CBAT compared to the one without noise cancellation is
0.93%.

VI.

This paper proposed a noise cancellation technique based on
clustering and image properties such as size, eccentricity,
brightness, and contrast. A classification approach using
CFSFDP and the Gradient Boosting Tree is then developed
where training samples are extracted from two reputable
image datasets: AigleRN and CFD. Experimental results
have verified the impact of the proposed approach on two
recent effective crack detection techniques, MFCD and
CBAT. Although an improvement in accuracy of almost 1%
has been achieved, the performance can be further enhanced
by taking into account another shape-based feature and
extend the dimension of the utilized clustering algorithm,
which will be our future work.
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Abstract: Robotic arms have been widely used in many applications such as production lines, research and development, the military,
medicine, space exploration, and so on. Ordinarily, conventional robotic arms consist of an arm and a gripper (a kind of tool). Today,
there are plenty of robotic grippers developed with high flexibility, stability, and accuracy. This paper approaches a type of vacuum
grippers used commonly thanks to its simplicity but flexibility enough, that works based on Bernoulli's principle - a high-pressured
flow sucks the air in enclosed space between the clamp plate and a given object creating a tight grasp. The research issues of the paper
will help to understand deeply vacuum gripper systems including both their advantages, disadvantages, and applicability. In the
beginning, the paper focuses on the fundamentals of robotic grippers used for manipulating objects, calculation on the bearing load in
some cases, and then designing a specific prototype integrated with one robotic arm for simulation and control purposes. Finally, some

results will be shown for illustration and discussion. (Abstract)

Key Words: Robot arms, vacuum grippers, robotic grippers, industrial robots (key words)

I. INTRONDUCTION AND SCOPE

Every gripper is a hand attached to robotic arms for
manipulating objects in contact directly. Currently, there are
many types of grippers given to many choices such as 2-
finger grippers, 3-finger grippers, electromagnetic grippers,
soft grippers, etc. To develop applications for robotic arms,
the paper will show overviews of robotic grippers,
especially vacuum grippers employed widespread in
practical. This type of grippers follows the Venturi-principle
which will generate a high-pressured dynamic flow in
pipelines, this pulls the gaseous particles from a 3rd port into
the outlet stream aimed to create the vacuum for application
targets. The long-term objective here is to study related
problems of vacuum grippers to step by step master
technology processes then manufacture this type for real
applications. In the scope, the paper will propose a
prototyping design for a specific gripping system integrated
into the SM6 robotic arm in practice. So that the SM6
robotic arm integrated an extra tool (a vacuum gripper) has
capabilities to operate pick-and-place tasks with various
objects owned different physical features.

The SM6 robot arm is the main outcome of the national
project "Mastering the art of technological processes for
designing and prototyping a 6 dofs robotic arm" executed
by Mechatronics Department of the Institute of Mechanics
belong to Vietnam Academy of Science and Technology.
The SM6 robot arm can be able to do many tasks like
traditional manipulators and even the same to cobots in near
future.
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This paper will present a topic related to designing a
vacuum pick-and-place system integrated with the SM6
robotic arm to manipulate objects such as carton boxes up
to a maximum weight of 3kg. This application is commonly
operated in product packaging lines.

Previous articles on vacuum grippers are more referred
including:

A K Jaiswal [1, 2] designed a vacuum gripping and
positioning tool for robots, studying the applicability and
advantages of this clamping system. A. Tiwari [3] studied
the physics of suction cups, developing a theory of the
contact between the suction cups and random rough
surfaces. Robert Schaffrath [4] introduced a new concept of
vacuum clamping machines without a central compressed
air supply. Felix Gabriel [5] and colleagues modeled an
energy-saving designed vacuum gripper in the handling and
placing of objects. And many other researchers have raised
issues related to this field which will be listed under the
References section.

Il. AN OVERVIEW OF VACUUM HANDLING
SYSTEMS

A. Components of vacuum gripper systems

Vacuum tongs are mainly used to lift objects with
smooth surfaces for both wood, metal, plastic materials, and
glass panels. And it is not suitable for Rough, flawed, and
soft surfaces. Here is an overview diagram of a basic
vacuum clamping system in Figure 1 as below:
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Conipdsagak Prssiifs Tegiisto: Calculate the 3 main types of load applications as shown
3 Vacuum . . .
i R in the following figure (note, the arrow represents the
movement of the lifting system).

Pipeline

Here:
Suction cups system Pressure Gauges
- F, isthe payload (N)
Fig. 1. Parts that make up the vacuum clamp - m is the mass of the load (kg)
A typical gripping system will include the following - g is gravity acceleration (9.81 m/s?)
parts: the suction cup is pressed against the surface of the - a is robot's acceleration (m/s?)
product to form an enclosed space, the air pipe is used to - Siis the factor of safety (this factor is usually 1.5 or 2, 4
connect the vacuum generator and the suction cup to help recommended for special cases).
the system functioning properly, a Venturi vacuum - is the coefficient of friction between the suction cup
generator, a pressure regulator — filter and a supply of and the workpiece (0.1 for oil surfaces; 0.2 or 0.3 for wet
compressed air for the application. There are also some surfaces; 0.5 for wood, metal, glass; 0.6 for rough
additional parts such as accessories for suction cups, surfaces).

couplings, frames/racks, etc.

B. Design processes for Vacuum grippers A R
7. Compressed air
source
5. Pressure regulator, air filter, p
5. Vacuum generator selection —]
Y
FG

4. Vacuum tube selection

) Fig. 4. Application of suction cups to lift and drop products
3. Select the connected device

In the case of (a) in Figure 3: The suction cup and

2. Selection of suction cup workpiece are horizontal, the robot moves up and down.
1. Calculate the load of the application F.=mx ( g+ a) xS Q)
Fig. 2. Vacuum gripper design process Applied cases: F, =3x (9.8+ 5) x2=288.8 (N).

A step-by-step design process for vacuum clamps is A
™

F
described as shown in Figure 2.
11l. AVACUUM SYSTEM DESIGN FOR SM6
ROBOT ARM
FA
A. Calculation of loads
The load of the application is the mass of the object

being lifted concerning the acceleration and the factor of \ fa
safety applied.

Fig. 5. Application of suction cups to lift and move products horizontally

In the case of (b): The suction cup and workpiece are

T T horizontal, the robot moves horizontally.
F.=mx(g+alu)xS )
—_

Applied cases:
FE=mx(g+a)xS$ E.frn)((g-ﬁ-ﬁ)xs Frzgx(g-%a)xj' FCZSX(98+5/05)X2:1188 (N)

@) (b) (c) In the case of (c): The suction cup and workpiece are

vertical, the robot moves up and down.
Fig. 3. Three cases of moving the object to be lifted

. . — . _m ©)
With the given application: the arm SM6 can lift a F.=—x(g+a)xS
product with a mass of 3kg, the maximum acceleration of #
the arm is 1m/s?.
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(Fm

S
S

Fig. 6. Application of suction cups to lift, move and rotate products

Applied cases:

4

F - 0—35><(9.8+5)><4 ~355.2 (N).

B. Selection of suction cups

The design of a suction cup system will depend
primarily on two basic factors:

e Weight (or load) of the object to be lifted: Increase
safety, reliability, and speed by using multiple
suction cups in each position.

e Surface material to be lifted: Materials to be handled
in pick and place applications can be grouped into
two categories (non-porous and porous).

The figure below shows the extent to which a vacuum is
generated when handling two basic materials: porous and
non-porous.

The application for handling carton boxes is a porous
material, the generated vacuum will be about -55kPa.

The holding force of the suction cup is calculated as
follows:

_ AxPxN

. (4)
1000

Here:

- Alis the contact area of a suction cup with the product
surface (mm2).

- P s the system vacuum pressure (kPa)

- Nis the number of suction cups used.

The condition required to prevent objects from falling is
F.>F..

With the application is given in this article is stacking
carton boxes on pallets, it will be necessary to move objects
in two cases of load (a) and load (b). The payload in case (c)
can be ignored for the sake of the application part of the job.

Applied cases: F, =F, © AxPxN _ 1108
1000

& AxNx0.055=118.8.

So that the required contact area of the suction cup for
the application is A x N = 2160mm?,
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In addition, based on the material to be processed, the
workpiece temperature, and many other factors to choose
the right suction cup material and shape.

MATERIAL VACUUM WORKING ZONE

Non porous

Porous

0 20 40 60 80 100

Vacuum (%)

Fig. 7. Vacuum pressure generated by material types

Select the number of suction cups and the size of the
suction cups according to the following table:

TABLE 1: SUCTION CUP SELECTION TABLE

Number of suction cups 1 2

Suction cup radius 26 mm 18.5 mm

As the result to select a suction cup with a radius of 26mm.
C. Selection of connecting devices

Connection devices can be accessories of suction cups,
pipe joints with components, etc.

When handling objects with uneven surfaces using 2 or
more suction cups, the suction cup attachment needs to be
spring-loaded for elasticity. The purpose of the spring is to
compensate for the different heights of the product, make
sure all the suction cups are in contact with the object, and
avoid hitting the product hard due to the elasticity.

]

Not elastic to the touch

Collision

Fig. 8. Suction cup accessories

Pipe joints are susceptible to system gas leaks. Use as
few couplings as possible and ensure tight seals do not cause
air leaks in these components, resulting in reduced system
efficiency.

D. Pipe selection

The size of the vacuum tube must match the suction cup
used, high elastic flexible material.
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Fig. 9. Design principles of vacuum tubes

The gas pipeline needs to be uniform from start to finish:
the pipe area of each branch must match the area of the next
branch, and the main trunk must be sized to handle the
maximum flow.

E. Selection of vacuum generators

The vacuum generator works on the Venturi principle,
the main parameter to choose the vacuum generator is the
suction flow of the device. Calculate the suction flow based
on the suction cup diameter according to Table 2 and the
following formula:

V =nxV, ()

Here:

-V (I/min) is the required suction flow of the system
- nis the number of suction cups used
-V, (/min) is the suction flow of 1 single suction cup.

TABLE 2: SUCTION CUP DIAMETER AND CORRESPONDING
SUCTION FLOW REQUIREMENTS

Suction cup diameter Suction flow requirements Vs

Under 20mm 0.17(m%h) 2.83(l/min)
From 20-40mm 0.35(m%h) 5.83(I/min)
From 40-60mm 0.5(méh) 8.3(I/min)

From 60-90mm 0.75(m%/h) 12.7(1/min)
From 90-120mm 1(mh) 16.6(1/min)

Applied cases: The system uses a suction cup with a
diameter of 52mm.

—V =1x8.3=83 (I/min)

Then decide on a vacuum generator with suction flow
parameters: 8.3(l/min).

F. Selection of regulators

The pressure regulator is usually integrated with the air
filter, which is installed between the compressed air supply
and the vacuum generator. This unit keeps a stable vacuum
pressure level to feed the vacuum generator and filter dirt,
debris, steam, etc. from the compressed air source to the
vacuum generator.

Pressure regulators increase equipment life, lower
maintenance costs, and higher flow capacity. Based on the
effective pressure of the vacuum generator to select and set
the appropriate pressure regulator parameters.
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Fig. 10. Pressure regulators and air filters
G. Compressed air supply

Compressed air supplies usually use compressed air
pumps. Based on the operating pressure range of the
vacuum generator to choose the right vacuum pump to meet
the required compressed air supply. The gas from the
compressed air supply can go directly to the vacuum
generator, but for the pressure to work stably and to ensure
the safety of the equipment, it is recommended to install an
additional pressure regulator and air filter.

It is necessary to ensure safety when operating the
compressed air system, which can lead to unsafe fire and
explosion. Carefully read the precautions when using the
compressed air pump.

IV. TESTING AND ASSESSMENT
A. Paradigm

Fig. 11. The hardware system

Build a test model with the parameters described above
to evaluate the system's reliability before integrating it into
the SM6 robotic arm. The test model is controlled via
Arduino and controlled on the computer by Matlab GUI
software.
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Fig. 12. The control software
B. Testing

Conduct a test run of two types of tasks that are typical
for two commonly treated materials, porous and non-
porous. For each type of task, the most important thing is to
determine the level of vacuum pressure created in the
system, calculate the relevant values for comparison and
evaluation.

3

Fig. 13. A solid polycarbonate sheet

In the case of system testing with non-porous materials
(plastic surface materials, glass surfaces), the output
vacuum pressure level ranges from -80 to -90kPa.

Based on the obtained graph: Stage 1 is when the suction
valve is turned on but the suction system has not picked up
the object, the vacuum pressure creates about -20kPa
because the system is open. Once the object is picked up,
the pressure is about -90kPa (close to the ideal vacuum -
101kPa). After turning off the suction valve, the pressure
returns to 0.
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Fig. 14. Test results with Polycarbonate sheets
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When handling materials with non-porous surfaces such
as plastic surfaces, glass surfaces, etc., the vacuum pressure
level is very good (about -90kPa).
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Fig. 15. Testing results with carton boxes

In the case of testing the system with a porous material
such as a carton box, the degree of vacuum generated is in
the range of -50 to -60kPa.

Stage 1 when the suction valve is turned on but the
suction cup has not been in contact with the object, the
vacuum pressure level in the system is -20kPa. After the
suction cup picks up the object, the vacuum pressure level
created for the porous material is in the range of -50 to -
60kPa. Turn off the suction valve and the pressure level is
0.

When handling porous materials, the vacuum level
produces about -50 to -60kPa due to gas leakage through the
material but still meets the demand for product suction.

As such, the system generates a reliable vacuum level
for use in the robotic arm.

V. THE PROPOSED INTERGRATING SOLUTION
A. Integrated vacuum grippers with SM6 control system

The SM6 uses an ACS Motion Control 8-axis controller
called SpiiPlusEC Motion Controller to control the six joints
of the arm via an EtherCAT line.

han mém
diéu khién

Master

EntherCAT Protocol
(Real-Time Ethernet)

§ S 1 A §
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Driver) Driver) Driver) Oriver] Driver Driver)
‘6“‘6 a
@ @ @ ‘ ‘ ‘ khong

Slave

Fig. 16. The control system of SM6

For the SM6 controller to control the vacuum generator,
it is necessary to use an intermediate device that can
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communicate with the controller through one of the
communication methods that the controller supports such as
RS232, RS485, EtherCAT [6].

The optimal control method for the system, control via
EtherCat communication. The overview will be 1 control
master, 7 execution slaves including 6 servos actuators for
arm joints, and 1 1/0 module for vacuum gripper units.

B. Integration with SM6 software.

Like other robotic arms, SM6 also has its software
program called SM robot (Small Manipulator) to link
between the user and the robot's controller.

SM robot software is built to perform three main tasks:

e Design motion trajectory for the robot.
e Simulation of robot kinematics and dynamics.
e Control and monitor the operation of the robot.

L RN
Fig. 17. SM6 robot control software

SM robot has not built the grip control function.
Therefore, to control the vacuum clamping system, we need
to build an additional module to help the controller (ACS
SpiiPluseC) control via 1/O signals. Two supply valves and
vacuum discharge valves are equivalent to 2 output signal
pins.

Parameter
initialization

Fig. 18. SM6 with gripper control

VI. CONCLUSION

In this paper, vacuum clampers in industrial robot
applications have been discussed from an overview to a
step-by-step design of a particular clamping system. The
objective of the paper is to describe a very detailed step-by-
step gripper design process and then integrate it onto the
SM6 robotic arm for a specific application. Compared to the
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human hand, the vacuum gripper system is very limited
when handling a variety of materials, but it will bring high
performance to factories. Vacuum gripping is effective
when handling materials with smooth, smooth surfaces and
limits air escape through the surface.

The article has high practical application significance
and there will be many directions for development such as:
mastering the technology of vacuum generation by Venturi
principle to design desired performance vacuum generators,
designing dedicated control for vacuum gripper so that it can
be integrated into different types of arms, developing
advanced features of vacuum clamp such as object lifted
detection, workpiece drop detection, automatic break when
enough pressure.
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Abstract: In this study, an ultra-stretchable and highly sensitive strain sensor is successfully fabricated by 3D printing technology
with a mixture of aqueous sodium chloride and silicone rubber. This strain sensor has dimensions of 50x10x10 mm, with a fluidic
channel (6 mm) inside. The physical and mechanical properties of sensor were characterized by gauge factor measurement.
Experimental results show that the resistance of the sensor changes when an external force deforms the ionic liquid shell;
exhibiting impressive stretchability with wide range strain (100%), good bending properties and high sensitivity with a stable gauge
factor of 2.1. Besides, the sensor also is investigated with a vertical pressing force. Initially, the resistance of the sensor increase
slowly and it then jump rapidly to the saturation value at the force of 40 N. For application of sensor, the proposed sensor is
applied to recognize the sign language through attaching five strain sensors on the fingers. The obtained result shows the sensor
can detect the movement of the fingers and convert 10 letters of sign language into the voice with high accuracy, about 98%. On the
other hand, the result also demonstrates the proposed sensor has high potential in healthcare, human motion monitoring and
electronic skin.

Keywords: strain sensor, gauge factor, 3D printing technology, sign language

not limited to lithography [7], [8], 3D printing [9], [10],

. INTRODUCTION laser engraving [11]-[13], and mould based techniques

Strain sensor, the resistive or capacitive properties of  [14]-[17]. Besides, various conductive agents are used such
which change as the strain or curvature applied to them are ~ as eutectic Gallium-Indium (eGaln) [10], [11], [14]-[21],
varied. The change in these electrical properties basically ~ carbon [7], [8], [13], [22]-[27], ionic fluids [12], [28]-[34]
occurs due to the change in the device geometry in response  and optical fibers [35]. Also, several base substrates with
to the applied mechanical stimulus. These sensors are used ~ Varying viscosity and softness properties have been
widely to measure mechanical deformation of structures [1], ~ ©mployed ~ in- the design  of ~these  sensors;
[2]. A strain sensor is characterized by a gauge factor or the ~ Pelydimethylsiloxane (PDMS), soft silicone rubbers and
sensitivity to strain. As the most commonly used strain hydrogels are among the most_commonly used materials in
sensor, metallic foil gauges have a gauge factor of these stu_dle_s. H0\_Never, €merging among them, the sensors
approximately 2. Meanwhile, strain sensors based on that the ionic fluids combine with with elastomer (PDMS,

semiconductor give much higher sensitivity. For example Silicone), to make the sensor more elastic and suitable for
. 9 . g A pie, soft applications are a trend now. Because they are low cost,
single crystalline silicon demonstrates intrinsic gauge

. Lo easy to use and environmentally friendly.
factors as high as 200 [3]-[5]. However, as an intrinsically In this paper, we introduce a low-cost, high-sensibility

stiff and brittle material, silicon is just suitable for small 314 yitra-stretchable strain sensor based on the ionic liquid of
deformation measurement, i.e., strain less than 0.1%. glycerin and sodium chloride (NaCl). Besides, a compact
Recent studies have focused on the development of strain  conditioning circuit is also designed for evaluating the strain
sensors for large deformation measurement for replacing the sensing performance of the sensor. Based on the proposed
traditional strain sensors in various applications such as  sensor, a wearable application of the sensor has been
medical applications and soft robotics [6]. These sensors are  demonstrated by using the sensor for detecting the motion of
developed with different fabrication strategies including but  fingers.
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In this study, we use a silicone rubber shell fill with a
mixture of glycerin and sodium chloride. Glycerin is used in
this mixture because it can protect electrodes from being
frustrated by ionic liquid and increase the viscosity of the
liquid. Silicone glue is applied at the interface between the
electrodes minimize leakage of the mixture to the outside.
The proposed sensor is a type of resistive form. At rest state,
the sensor has the length (I) and diameter (d). The resistance
of the sensor can be measured by the following equation:
I
7d?
4
When the tube is stretched, the length of the sensor
increases to (I + Al while the section area is decreased
(d — Ad}), as shown in the Fig.1a. The resistance of the
sensor is changed to:

PRINCIPLE OF FLUIDIC STRAIN SENSOR

R=p (1)

1+ Al
P z(d-ad)’
4

As can be seen from the formula (2), the resistance of the
sensor rise when the silicon tube is stretched. As we know,
when sodium chloride is dissolved in water, they will be
turned into cations (Na*) and anions (CI), which are all
electrical carriers. In normal condition, these ions move
randomly in the electrolyte solution, but when we apply a
DC (direct current) voltage to the liquid, it will change the
rule of carrier’s motion and make the measurement unstable.
Positive electrode will attract anions while negative one will
attract cations. This motion creates a current inside ionic
liquid. That is the reason why we can use them as
conductive material. Therefore, an alternating current source
is used to improve the accuracy of measurement.

From the analyzed principle, we design the structure of the
sensor. There is a conductive channel wrapped by two layer
of silicone (eco-flex) in order to obtain the sandwiched
channel structure. The electrodes are put at two ends of the
channel to cover the holes and to connect to an external
measurement circuit, as shown in the Fig. 1b.

R= )

. I . . 1+ Al
‘ ‘ ‘

At rest

1 1 .

Being stretched

-Ad

@

Electrodes

Chanel ecoflex

(b)
Fig. 1. Proposal of fluidic strain sensor. (a) Principle of the fluidic strain

sensor, showing the geometry of the sensor at rest and when being
stretched. (b) The structure of the sensor.
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I11. EXPERIMENTS

A. Sensor Fabrication

The proposed strain sensor is fabricated using a substrate
as base material. The substrate is Smooth-On’s EcoFlex
0010, which is an extremely soft, low-viscosity two
component, addition cured room temperature vulcanizing
silicone rubber. For the first part of the sensor, EcoFlex is
mixed 1A:1B by weight, and poured into a 3D printed
(Objet 500, 3D Printing Systems) mould (A) with the
channel pattern and a total height of 50 mm. The mould is
put in a vacuum chamber and degassed for 5 minutes in
order to remove any air bubbles trapped inside the mixture.
Before the sensor part can be demoulded, it is left to cure at
high temperature (80 degree) for 2 hours, in LVO 2030
vacuum drying oven. For the second part of the sensor, a
thin layer (2 mm) of EcoFlex is also fabricated similarly.
However, it is only left to cure at room temperature for 15
minutes instead of putting the oven. Then the first layer is
carefully placed onto the thin layer with the patterned
surface facing down, preventing the channel from being
filled by the semi-cured silicone, and the sensor is left to
cure in the oven at 80 degree. After 2 hours, the sensor is
taken out of the oven and demoulded, as shown in the figure
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Fig. 2. The process of the strain sensor fabrication

The last step of sensor fabrication is filling the channel with
a conductive liquid, namely a mixture of sodium chloride,
water and glycerin. The channel is filled using a syringe
fitted with a 25G needle. Gold-coated electrodes are inserted
at two ends of the tube to make good contact with the liquid.
Silicone glue is applied to the interface be-tween the
electrode and the contact point for leaking prevention
purpose as shown in the figure 3.

k <«— Electrodes

Fig. 3. A fabricated prototype of ionic liquid resistance strain sensor.

B. Experimental measurement of strain sensor

Resistance change can be measured by applying a current
source to the resistor and measure the voltage drop. As
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mentioned above, with this ionic liquid resistive sensor,
using the DC causes electrolysis at the two electrodes that
can destroy the sensor. Furthermore, the parasitic
capacitance between the electrode and the conducting liquid
makes the measurement unstable [5]. Therefore, an AC
source is utilized instead of the DC current source in this
study to improve the accuracy of the measurement. The
resistance of the sensor is measured by 4-point resistance
measurement method using Howland current source as
presented in Fig. 4. We can calculate the resistance of the

. . V. .
sensor by using equation R, =—, where the output signal
i

S

amplitude (V,) is determined by a conditioning circuit
including an instrumentation amplifier and a peak detection
circuit. The current value i, through the sensor is
determined by the reference resistor Ry in the Howland

. .V
current source as depicted i, =——

S

. The current i

ref

depends only on R, and does not depend on the change of
the resistance of the sensor when the sensor is stretched.

A
1=

Bluetooth
i |
Amplification | f i

| = —s{ MCU

Envelope detection |
wien Howland Conditioning circuit Data
o owland current source onditioning circu

oscillator 8 acquisition

Fig. 4. Block diagram for strain gauge measurement

The current source is set to 2.0 u A and Wien circuit
generated a sinusoidal oscillator with a frequency of 1 kHz.
Input and output signals are observed through an
oscilloscope, a liquid crystal display in the board monitor
the resistance and voltage of the sensor. Arduino

development KIT is used to display results in LCD and
transfer measured values to a data acquisition computer.

3 'M‘éf?e’nbfepal 3

.....

Linear motion lead screws
= . war

Fig. 5. Tensile strain generating platform

A tensile strain generating platform is designed and
fabricated using 3D printing technology (Objet 500 printer
from Stratasys) to apply strain to the sensor. It stretches the
sensor easily and conveniently (Fig. 5). By fixing one end
and pull another end by controlling the screw rod parallel to
the sensor. A ruler is used to indicate the exact length of the
sensor when being stretched. Signals from two electrodes
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are taken to the measurement circuit board to determine the
resistance of the sensor. The sensors were fabricated in three
different mixtures, namely 1%, 2% and 3% of NaCl. In
addition, the sensor is also experimented with a force being
applied to the sensor vertically. Experiment setup is
established as shown in the figure 7a, with a mixture of 2%
NaCl. The force is applied in the middle of the sensor with
the contact area being 8*10 mm, a scale that put under the
sensor as an applied force measuring device. Their
properties are experimentally characterized and presented in
the next session.

IV. RESULTS AND DISCUSSIONS

In this study, we use Gauge factor as a fundamental
parameter of the strain sensor. The Gauge factor is the
relationship between can be defined as:
AR[R,
GF=—

£

where = is the applied strain, is the representative parameter
to access sensitivity. The strain gauge of this kind of sensor
was evaluated at different conductivities of the liquid.
Experiment results are presented in Fig. 6 showing the
change of sensor resistance due to the longitudinal strain of
three different mixing ratios (1%, 2%, and 3% of NaCl). All
the measurements are conducted at room temperature of
around 25°C . As can be seen, the proposed sensor can be
stretched up to 100% and the resistance of the sensors
increased linearly with the applied strain. The Gauge factor
of the sensor is quite stable in the range from 2.01 to 2.4.
This obtained result is same as previous studies [12], [33].

Furthermore, the results also show the resistance of the
sensor increase gradually with the applied force being less
than 40N, while it rises quickly when the force is bigger.
The resistance of the sensor reach its limit point as the
applied force is around 42N and this value still remain
unchanged whether the force increase significantly, as
shown in the Fig. 7b. This result can be explained that the
length of the sensor rise and the diameter of a part of the
sensor area where it is applied by the force decrease
dramatically lead to the resistance of the sensor increase.
When the applied force is over the limit value, the channel
will be block and the ions can not move between two
electrodes. Therefore, the resistance of the sensor is infinity.

®3)

® data
linear fit

u  data

25 linear fit

25 25

05 05 05

05 1 05 1 0
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@ (b) ©

Fig. 6. Experimental results show the change of resistance due to strain of
each sodium chloride ratio in ionic liquid mixture 1% NaCl (a), 2% NaCl
(b), 3% NaCl (c).

05 1

Besides, the hysteresis of the sensor is also investigated with
the force applying vertically. The time is recorded when the
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finger start moving from the sensor. The sensor back to the
original state which there is no force applying to. The results
show that the hysteresis is inversely proportional with the
magnitude of the applied force. It is around 14.2 ms and
25.2 ms with the strong and light applied forces,
respectively.
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Fig. 7. The property of the strain sensor when being pressed. (a)

Experiment setup and (b) The obtained signal of sensor with the vertical
applied force.

Furthermore, the proposed sensor design was applied in a
finger motion detection experiment. Five sensors were
attached on a human hand for finger movement detection
(Fig. 8). For collecting information from five sensors, an
analogue-switching IC was integrated in the measurement
circuit for applying AC source to the sensors as well as
sharing the signal conditioning circuit. The amplitude of the
signal reflects the bending of the fingers marked in the
figure. By combining the signal obtained from the sensors,
the movement of the fingers can be realized. There is an on-
board micro-controller (Atmega 328) for data collection and
processing. After the data is analyzed and decoded into the
language, it will be transferred to a speaker and display on a
LCD screen. Besides, these data also are transmitted to the
computer and smartphone through the HCO05 Bluetooth
module.

sensors

sensors~\—.,\- \ @/\

\J

—

\

mdy

o

@) (b)

Fig. 8. Proposed strain sensors are applied to recognize sign lanuguge. (2)
The block digaram of sytem. (b) An application on the smartphone

On the computer and smartphone, we developed an
application which can connect to the system through the
Bluetooth communication (Fig. 8b). As can be seen, the
application plays the wvoice through the speaker being
available on the device. On the other hand, the letter also is
displayed in a textbox and a hand shape respresenting sign
language. These help people can hear and see the letter
which a mute person want to communicate. With each letter,
the resistance change of sensors is investigated repeatedly
about 10 times to obtain the average value and limited
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range. The sensors are attached in order from thumb to little
finger. From the obtained data, an algorithm is built to
convert the digital signal into the voice. Firstly, the system
is initialized to enable the communication and other function
blocks. Then the system get the data from five sensors and
save them to a temporary memory before being pass through
the average filter. After that, the obtained data is decoded
into the letters. The waiting time (1 second) make sure that
the system is not confused with a quick movement of the
hand. Finally, the data that is processed will be transferred
to the executable block, including the speaker, smartphone
and computer as show in the Fig. 8b. To evaluate the
accuracy of the system, we conducted to experiment
repeatedly about 15 times with each the letter. The result
shows the average accuracy rate is 98%, as shown in the
table 1.

TABLEI. EXPERIMENT RESULTS WITH 10 DISTINGUISHED LETTERS
No. | Letter | Correct | Error Accuracy (%)

1 A 13 2 86.67
2 B 15 0 100.00
3 C 14 1 93.33
4 D 15 0 100.00
5 E 15 0 100.00
6 F 15 0 100.00
7 \% 15 0 100.00
8 w 15 0 100.00
9 Y 15 0 100.00
10 | 15 0 100.00

Total 147/150 3 98.00

V. CONCLUSIONS

A highly stretchable, low-cost, and hysteresis-free strain
sensor was achieved by combining the ionic liquid of
Water/NaCl/Glycerin with silicone shell, which is shaped by
3D printing technology. Furthermore, a measured system
was also designed and fabricated to investigate the sensor.
Several tests were performed in order to characterize the
sensor. The results showed that the proposed sensor has a
stable gauge factor of 2.1. The resistance of the sensor did
not increase linearly with vertical applied force. The
magnitude of vertical applied force effect to the hysteresis
of the sensor.

Moreover, an application in sign language translation was
developed based on the proposed sensor by attaching some
sensor on the fingers. The result showed the sensors could
detect 10 letter with high accuracy (98%). With obtained
results, the proposed sensors showed outstanding durability,
low latency, and ultra-stretchability. These excellent
performance capabilities make the proposed sensor
applicable for precise and quantitative strain sensing in
various wearable electronic applications, such as human
motion detection, personal health monitoring.
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Abstract: This paper presents a mechanical design and motion-control system of a Wall-Climbing Robot (WCR) which can
move on the flat and curve surface for cleaning purposes. One of the most challenges with this type of robot that the researchers
confront is how to keep the robot moving steadily on various types of surfaces with the most optimal approach. In this study, a new
mechanical design of the Wall-Climbing robot using the Vacuum Principle and Wireless Control technology were proposed. This
version of the robot enhances the ability of its movement on the various types of surfaces and optimizes control system. In detail, the
Minimum Required Adhesion Force (FMRA) is calculated to be balanced with gravity and its torque. Moreover, a Wireless Control
System (WCS) is designed to drive the Robot remotely. The optimal control trajectory and velocities are given based on

theory calculations and comparisons.

Keywords: Wall-Climbing Robot, Cleaning Robot, Vacuum principle, Wireless control.

l. INTRODUCTION

Cleaning skyscraper's wall manually is a high laboring
intensity, low efficiency and high-risk job for workers.
Therefore, a light-weight, compact, highly efficient, remotely
controllable  WCR would be an ideal solution for
this issue. However, there is a challenging question for this
type of Robot is: How to keep a weighted Robot
stably moving of the wall? And which is the most optimal
approach for Silo cleaning? To answer the first
question, there are two functional objects that need to be
defined: adhesion mechanism and locomotion. In
addition, an efficient trajectory strategy and an optimum
controlling velocity have to be applied for WCR for
answering the second question.

Adhesion mechanism is to generate a force perpendicular
to the wall so that the magnitude and torque it
generates both outweigh gravity and its torque respectively.
There are different types of adhesion mechanisms like
pneumatic mechanism [1,2,3] (using suction cups and less
flexible) and magnetic mechanism [4] (requiring many
components and a large amount of power).

To meet the locomotion requirements, there are many
types of mechanisms which have been applied. For
instance, Avishai Sintov et al. [5] introduced a robot with
claws, this robot has four legs with four-degrees-of freedom
for each. It is able to climb on vertical and rough terrain, keep
in position for a long period. Nishi A. and Miyagi H. [6] have
developed three types of robots based on the wall-climbing
mechanisms of insects. Kim, H. et al. [7] proposed a new
concept of a wall-climbing robot able to climb a vertical plane
by adopting a series chain on two tracked wheels. T. White et
al. presented a climbing robot with locomotion based on arms
and grippers [8]. Although, the many researches have been
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shown up, these mechanisms are likely to be
inappropriate for the case of Silo's wall. Thus, changing the
direction during the locomotion of the robot has still
established one of the challenging problems in this field. This
paper introduced a wall-climbing robot for cleaning
Silo using vacuum principle where a high-speed RC brushless
— Ducted Fan Motor (RC-DFM) was used to generate a
sufficiently large vacuum pressure. This force could be able to
balance with gravity and the torque of gravity, it means this
mechanism could keep the Robot on the wall. Besides, this
design enhances the ability of changing direction in motion of
the robot.

Because this WCR needed to be lightweight, compact, and
at low cost, the wheeling mechanism with four
wheels had been used as a locomotion mechanism. Four DC
motors had been assembled with four wheels to
create movements for Robot, which was controlled by a
designed WCS based on Arduino and its integrated
modules. Control signals are sent from a control application,
programmed, running on an Android phone, making it easy
for users to install and use to control the Robot's movement
actions.

Sweeping every accessible area on the Silo's Wall to clean
is the main task of WCR. Hence, defining an
efficient coverage path planning is of paramount importance
for WCR. Several coverage path planning approaches are
proposed [9,10]. These methods in [9,10] are not efficient for
Silo's wall simply because they are for the dynamic
environment and reduce the enemy stability of the adhesion
force as well as make it difficult to control. This study
illustrated an up-down zigzag path strategy as the shortest,
most stable, and easiest controlling way. Furthermore, the
robot's optimal speed is also calculated by using the Lagrange
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method and being based on the robot's direction of change and
the time it takes to complete.

This paper is organized as the following: The next section
addresses adhesion and locomotion mechanisms. An optimal
approach for Silo cleaning is defined in the third section, while
the fourth and fifth section describes the process of designing
WCS. Afterwards, experimental results are presented in the
sixth section, followed by the paper conclusions and future
prospects.

Il. ADHESION AND LOCOMOTION

MECHANISM

A. Adhesion mechanism

One of the essential functions of the WCR is the adhesion
mechanism, as the robot can stick properly and
stably on the wall without any malfunction with the aid of the
adhesion mechanism. To obtain this balance condition, an RC-
DFM, which was able to operate at super high speed (speed
max at 36500 rpm), was used to generate the sufficiently large
Vacuum pressure. This pressure was exerting an adhesion
force Fn, which was needed to be greater than the gravity, the
FMRA. Assume that the wheels are absolutely stiff, adhesion
mechanism is described in Figure 1.

Lo

RC-DFM
RC-DFM
h
P
Fig. 1. Force analysis for Fig. 2. Force analysis for
calculating Fy. calculating Fqc.
The adhesion force was calculated by:
Fh=4.N(N) 1)

Where N is the force of the wall acting on the wheels
inferred from following formula:
Fms = 4...N (N) (2)

Where W is the friction coefficient, Fms is the total friction
force at 4 wheels which needs to be greater than
gravity P:

Fms>P=m. g (N) ®)
In which, m is weight of Robot, g is gravity acceleration.

From (1), (2), (3), Fn can be deduced by the
following inequality:

(4)
Moreover, to ensure anti-roll, the torque of F, must be

greater than the torque of gravity at the center of
rotation D:

Fy >%(N)

MFh = Fh'll > MP = Plz = mglz
So then:
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m.gl, 5
Fp > ™52 (N) ©)
From (4) - (5), the volume, the size of the WCR and the
RC-DFM type are selected most appropriate and
optimal.

B. Locomotion Mechanism

The selection of Locomotion Mechanism for WCR was
dependent upon the tasks that WCR required to
perform. In this case, WCR needed to move flexibly in 2D plot
coordinates similar to the Silo field surface without
affecting on adhesion force and without failure. Therefore, the
wheeled locomotion mechanism was used because of its better
stability and ease of system adaptation as depicted in Figure
2. The driving force of each wheel Fq, with the assumption of
ignoring rolling friction, was calculated using the following
formula:

Fac > m.(a+g) (N) (6)

In which, a=0.2 m/s? is maximum acceleration of required
input. From this, the DC motor has been selected
to ensure flexible movement and lightweight.

I11.  SURFACE CLEANING APPROACH

A. Coverage path strategy

An efficient coverage path strategy as shown in Figure 3
was defined to meet two fundamental rules, the
easiest way for controlling, and the most stable pressure is
maintained. Both of these rules are affected by
changing the direction of the robot, i.e., when the robot
changing its direction, it will lead to variation in the speed
control of the wheels, which will be clarified in the next
section, as well as pressure change for a certain period
of time, ahead mentioned in Section 2. Therefore, the up-down
zigzag path planning was used to reduce the maximum
number of robot direction changes during the entire working
process. The number of robot direction turns is calculated
using the following formula:

N = 2.m.R 1
o d
Where d is the width of the robot’s path.

)

R vy /[

— S,
! ]j y—2L L) X5
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Fig. 3. Up — Down Zigzag path
planning.

Fig. 4. Velocity analysin in
Descartes coordinate.

B. Controlling speed calculation

The long velocity of the robot is dependent on the angular
velocity of the left and right wheels with the hypothesis that
two wheels on each have the same speed as depicted in Figure
4. Using the Lagrange method, robot velocity was calculated
by the following formula:
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v+ v, 1. (Wp + W)
2 2

Where v,, v,, w;, w, are respectively the long and angular
speeds of the left and right wheels. v,, v, were calculated
based on the working time condition, which requires the robot
to finish cleaning as fast as possible within a minimum amount
of time.

(8)

v =

IV. MODEL AND MATERIALS

The 3D model of the robot is designed in CAD
environment as shown in Figure 5, based on the conditions
mentioned in sections A and B with the optimal calculated
dimensions. The frame of WRC had been made of
aluminum plates because this type of material was assuring
solidity, low cost, and lightweight.  Moreover,
aluminum was also easy to deform facilitating for making
WCR parts.

Fig. 5. 3D and 2D model of WCR.

V. WIRELESS CONTROL SYSTEM
The control system of the robot was designed according to

the mentioned mechanical structures with two main
components: maintaining the adhesion force (Sub-control
system 1) and controlling the WCR's movement
direction (Sub-control system 2)

A. Sub-control system 1

As can be seen in Figure 6 that RC-DFM was driven by an
available Electric Speed Controller (ESC), which
received control signals from a panel named CH3, and
powered by DC power. When this device operating at
high speed, ESC would be extremely hot (over 110 degrees),
therefore it needed to be cooled by a liquid cooling
mechanism. This cooling mechanism was basically a cycle of
cooling liquid that was inserted into the aluminum
heat-sink plate and expelled the hot heat.

B. Sub-control system 2

Figure 7 described the sub-control system 2. This was the
main control component and also the soul of the
Robot, ensuring its flexible movement and performing its
cleaning function. The Arduino board was used to
receive direction control signals from the phone app via a
Bluetooth module called HC-06, a kind of wireless
control technology. A firmware program was loaded into the
Arduino via USB, a system program, helped the
Arduino communicate with the modules connected directly to
it. From there, control pulses would be sent to
L298 Driver, which changed the power supply and current to
the DC motors changing its rotation speed or
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direction of rotation. The electromagnetic valve was also
provided with control pulses to open or close the air
gates to perform the cleaning function.

AC~220V

RC-DFM

1 J DC6V-1A H O pc2v-15A

o
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< Dy TN
ey =W D

Cooling liquid g
L

LIS <

‘ Pump
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Fig. 6. Sub — control system 1.

SMART
| PHONE

Fig. 7. Sub — control system 2.

VI. EXPERIMENTAL RESULTS

The actual prototype model of WCR was tested
experimentally on the wall as shown in Figure 8, 9, 10 and
Table I. Thanks to the use of high-capacity motors,
incorporating the position changing mechanism of the
RCDFM in the Z direction, had created a large pressure
difference. Therefore, the adhesion force was always
maintained at a large and meeting both initial conditions for
the adhesion mechanism. As the result, WCR was kept firmly
on the wall during the operation time without failure of falling.
Moreover, the robot was wirelessly controlled for flexible and
stable movement thanks to a frame made of aluminum metal
and the locomotion mechanism of a wheel structure. Aside
from that, an efficient approach for WCR was defined with the
up-down zigzag path planning and an optimum velocity of
robot made it fast and effective. However, because the surface
of Silo had many rough spots due to strains, one of the 4
wheels at a time slipped or did not completely contact with the
surface of the wall. This problem was solved by using the
omnidirectional wheel instead.

Experimental results are show in Table Il. From the
measured data, it is clear that the Adhesion Forces are always
greater than the highest required force Fh =m.g/pu = 61.3 N,
even in moving toward the perimeter - the most intricate
activity. Meanwhile, the average speeds are good for ensuring
finishing the working path within the given time and the
numbers of AZ are small enough for the maximum transfer
speed limit of the Z-Shift mechanism. As a result, the WCR
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was moving stably to meet its target of cleaning the Silo's
Wall.

Fig. 8. WCR prototype.

Fig. 10. WCR on the wall.

TABLE I. CONFIGURATION OF WCS
Objects Definition/ Value Unit
Overall Weight 5 kg
Dimensions 450 x 400 x 180 mm
Speed max 0.5 m/s
Acceleration max 0.2 m/s?
Air gate number 4 Gates
Power Supply 24 Volts
Coverage path type Up-down zigzag | ------
Completion time/ silo 5.4 hours
TABLE II. EXPERIMENTAL RESULTS
Average Avaverage
Activities | Adhesion Force Speed AZ=|2:-Zi
(Fn) V)

Moving

upward 82.1N 0.235 m/s 0.5 mm

Moving 819N 0.450 m/s 0.7 mm

down

Turning 79.7N 0.126 m/s 1.7 mm

Moving

toward 743N 0.315 m/s 1.4 mm
perimeter

VII. CONCLUSIONS

This research had successfully developed a new design of
Wall Climbing Robot with high function performance.
Thanks to the application of the vacuum principle and wireless
control technology, the robot had been optimally designed
with many positive points: stable and flexible on the wall
movement, high solidity, lightweight, and low cost. Besides
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cleaning Silo's wall, WCR can be used for a wide range of
purposes including high-rise-glassy building cleaning and
inspection with added cameras, in the future.
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Abstract—Topology optimization is a process which distributes material into necessary position of design area under the action of
external force. The main purpose of this process is to decrease the mass of structure but still ensures its strength. In this field,
proportional topology optimization (PTO) is a popular non-sensitivity technique. This method updates material density through the
relationship between maximum stress at each iteration and allowable stress of material. Besides, the target of material amount is
added or removed by certain ratio of total number of elements. It makes the optimization process take a long time to reach the
convergence. This paper supposes that the ratio of moving material at each iteration has significant effect on the convergence of the
optimization process. Thus, this paper proposes adaptive moving material using Sigmoid function for proportional technique. A
cantilever with nonlinear characteristic material is used to verify the effectiveness of this approach.

Keywords— Topology optimization, bilinear material, cantilever, material amount, convergence speed.

l. INTRODUCTION

Topology optimization methods allow designers to figure
out the best structural layout under many requirements of load
and constraint. In general, structural optimization is divided
into three classes: size, shape, and topology optimization. Size
optimization is to obtain the best sections while optimizing the
shape is to find the best node positions of the predefined nodes
of the structure. Both of them are based on the predefined
design layout. Topology optimization redistribute material of
a given design space until achieving the optimal layout
through many iterations. Presently, the result of topology
optimization is often used for the preliminary concept of
design process and thus becomes an important part to
construct the structure.

Firstly, literature review on topology optimization with
linear material, some of ““statue of art” are described in [1]-[4].
In recent years, the upgraded methods of topology have been
developed as the following: Guo et al. applied moving
morphable components for doing topology optimization, this
solution was efficient to enhance computational cost
associated with topology optimization substantially [5].
Continuously, Zhang et al. have developed the approach to
preserve the smoothness of optimal design by using B-spline
curves for the boundaries of moving morphable components
or moving morphable voids [6]. Most recently, Hao Deng and
Albert C. To applied deep learning to describe density
distribution of material. This method assures the smoothness
of the boundary and overcome the checkerboard problem in
optimal layout [7].

For linear topology optimization, deformation of material
is small under the action of external force and it is applied in
many practical design problems. However, in many situations,
nonlinear analysis also needs to be considered including
energy absorption structures or crashworthiness design. For
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instance, Lei Li et al. presented the density-based framework
to enhance the ability of energy absorption of optimal
structure [8]. X Huang et al. introduced two sensitivity
numbers to adjust principal design parameters by applying an
adjoint method [9]. Newly, Suphanut Kongwat and Hiroshi
Hasegawa applied the novel weight filtering method to
prevent stress of element from fluctuation problem under
cyclic load [10]. Besides, a class of nature-inspired
evolutionary algorithm has been also adopted to topology
optimization [11]-[14].

In topology optimization, proportional method is a non-
sensitivity approach, where density of element is updated by
using the ratio between the stress of this element and the stress
summation of all the elements in the design space at the
current generation. The target of the total density is added or
removed depending on the relationship between the maximum
stress and allowable stress. This moving material is set from
0.001 to 0.002 of the total number of elements. Fixing the
moving material during optimization process results in high
cost of computation, it takes a long time to reach the
convergence. Thus, this paper proposes an adaptive volume
factor for adding or removing material. This factor is
generated by Sigmoid function. The moving material is set to
be high at the beginning and gradually reduce through each
iteration. The reduction of moving material at later iteration
enhances the ability of exploitation and improve convergence
speed. The result is validated on a benchmark model:
cantilever with nonlinear material.

To this end, the rest of this paper is organized into eight
sections. Section 2 depicted cantilever model with nonlinear
material. Section 3 describes methodology for topology
optimization. Proportional technique is in Section 4. Section 5
addresses numerical example and discussion. Finally, Section
6 includes some brief conclusions.
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A. Cantilever model

In this paper, a numerical example described in Fig. 1 is
considered. The design area is applied by a force of 2 kN in
the downward direction at the middle corner and it is
discretized to 100x50 elements. The structure is assigned with
the bilinear elastoplastic material properties which are input
as 285 MPa of vyield stress, allowable stress is 600 MPa,
Young’s modulus of 207 GPa, and tangent modulus is 13,921
MPa, 0.3 for Poisson’s ratio, and 10 for Young’s modulus
assigned to void regions Emin. The property of bilinear
elastoplastic material is depicted in Fig. 2.

OPTIMIZATION PROBLEM

100 mm

50 mm

Figure 1. Cantilever model.

B. Optimization procedure

As This research adopted the compliance as objective
function, where the target is to minimize the compliance while
the maximum stress value is less than the allowable stress. The
optimization problem is described as follows:

Max C = Y E.u; 1)

Subject to
2

Where E is Young’s modulus, uj is internal energy density
of element i, omax IS the maximum stress, and caiow iS the
stress limit.

Omax < Oallow

I1l.  SoLID ISOTROPIC MATERIAL WITH PENALIZATION

METHOD

Solid Isotropic Material with Penalization method (SIMP)
is the most popular method for topology optimization [15].
The density distribution of material within a design domain is
assigned a binary value:

e  X. =1 where material is required (black);
e X =0 where material is removed (white);

To avoid on-off nature of the problem, it causes
matrix of stiffness singular, density of element varies
continuously from Xmin t0 1, Xmin is the minimum allowable
relative density value for empty elements that are greater than
zero. Since the material relative density can vary
continuously, the material Young’s modulus at each element
can also vary continuously and is computed by the power law:

Ee = Emin + xg-(EO - Emin) (3)
Where:

Emin is the elastic modulus of void element, E, is the elastic
modulus of solid element. Penalty value (p) for modified
SIMP approach penal is set to 3.
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IVV. DENSITY FILTERING

The PTO method incorporates a density filtering. In the
work of Bruns [16], a simple cone density filtering is
introduced as the following:

_ Xjeawijd;
{i_ Z‘;L:lwij (4)
wii= max(0, rmin — rij) (5)

Where ¢; is filtered density of element i; d; is non-filtered
density of element i; wj is the filtering weight of elements i
and j, rmin is the prescribed filtering radius, r; is the distance
between elements i and j.

V. PROPOSED PROPORTIONAL OPTIMIZATION

ALGORITHM

In the PTO for the SIMP method, the update function is
used to renew the density of the design variable through each
iteration. The proportional technique is a non-sensitivity
method [17] which builds an equation based on a ratio of stress
and uses this parameter to update the density value as in Eq. 6.

g

T (6)

Where p[**" is the new elemental density for the next
iteration, and p?"" is the elemental density from the previous
iteration; for the first proportional loop, we assume that the
density value of the previous iteration is zero, i is the
elemental stress, and xRem is the remaining material amount.
xRem is defined as follows:

prev

P

new —

ol
pi + xRem. (7). ¢

e This paper proposes an adjusting strategy to replace
the fixed volume ratio of the total target density in
the traditional topology optimization method by
adopting an adaptive parameter, 7,44, as described
inEq. 7.

1
Tadap™ T, ~10/iter

U]

Where ruggp is the adaptive volume ratio, and iter is
the current iteration. The gait of ragp Chart depends
on the current iteration is shown in Fig. 2. In the
beginning of the iteration, this value is set to be high
to obtain a high speed and must be small for proper
exploitation. As a result, we believe that it will
steadily provide an optimal layout and reduce the
calculation cost.

e The target material amount is calculated by Eq. 8.

xTar= Y1, x; + 0.01*radap*(total number of
elements) ()]
Where
{+ ; if Omax < Oallow (9)
- lf Omax = Oallow

e  The new density amount is revised through each loop
by comparing it to the target material amount as in
Eqg. 10.

XReMpew = XTar - Z?:l pinew (10)
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o If XRempey is less than 0.001, the updating process is
terminated. Otherwise, XRempey is set to xRem, and
the updating process is repeated.

1

0.5

Value

0 100 200 300 400 500

Generation

Figure 2: Adaptive parameter at each iteration.

Pseudocode of algorithm is described as below:

1. Building a cantilever model, assign the first density element to all
elements.
2. While termination condition is not reached.

Implementing FE analysis.
Compliance calculation.
Checking stop criteria, break if satisfied.
Running proportional optimization algorithm.
Generating adaptive volume factor at current iteration by Eq. 7.
Calculating TA.
Setting RA = TA.
While remaining material amount (RA) is not small enough
Applying filtering weight and calculating new density value
by Eq. 6.
Calculating new amount of material (CA).
Updating RA = TA - CA.
The process is repeated.
Where TA is the target material amount, RA is the remaining material
amount, CA is the current material amount.

VI. NUMERICAL EXAMPLES

The comparison of two proportional methods for topology
optimization is shown in Fig. 3. For the old approach, the
optimal layout is obtained when the maximum stress is 439.93
MPa. As can be seen in Fig. 3, it reached the convergence at
263 iterations while the proposed method obtained the optimal
layout at 88 iterations with the maximum stress of 445.33
MPa. Thus, the convergence speed is improved 66.54%. Both
methods kept 28% of initial material amount. The optimal
layout and the stress distribution of the proposed method are
shown in Fig. 4. As can be seen that the optimal layouts are
distinct, and it is possible to sketch out the real structure for
the purpose of manufacture.
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Figure 4: Optimal layout for verification model (a) the
optimal layout (b) the stress distribution for optimal
layout.
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VIlI. CONCLUSIONS

This research proposes a target material amount adjusting
strategy for proportional method. The optimization procedure
is implemented based on MATLAB and the numerical
analysis is performed by LS-DYNA. The target of element
density amount is adapted to enhance convergence speed of
optimization process. The target material amount combined
stress is to calculate the new element density. The fully stress
design criterion and the filtering technique are applied in this
paper. Then, the optimal layout is obtained when the
difference between maximum stress and allowable stress is
small enough or the compliance is constant. A cantilever
model was used to verify the proposed method.
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Abstract: In recent years, along with the development of precision agriculture, Unmanned Aerial Vehicles (UAVS) in crop
data collection is becoming more popular because of the advantages of collecting data in a large area. However, many
crops and special growing conditions require low-flying UAVSs to collect data such as orchards. This challenge with the
safety control algorithm of the UAVs. The research aims to develop UAVs capable of autopilot and sampling at low
altitudes. The safety control problem of UAV is solved by the Visual Inertial Odometry (V10) algorithm using a stereo
camera synchronized with an inertial measurement unit (IMU). Besides that, the UAV is equipped with a high-
resolution RBG camera for data sampling. The system has been tested under various conditions of low-ceiling
performance with altitude hold and obstacle avoidance requirements, and the collected data is satisfactory for use.

Keywords: UAV, precision agriculture, Visual Inertial Odometry, low-ceiling

I. INTRODUCTION

In the last few years, the total volume of investments in the
agricultural sector has increased by 80%. These investments
aim to achieve productivity growth of at least 70% by 2050to
meet the advanced needs of 9 billion people. At the same time,
the agricultural sector has to address severe challenges such as
environmental pollution, the limited availability of arable
lands, and the decrease in the number of farmers. Farms must
be extended and constantly innovate to improve and maintain
productivity to meet the demands. The integration of
Unmanned Aerial Vehicles (UAVs) with 10T ( Internet of
Things) devices, such as embedded sensors and
communication elements, for agriculture operations is
growing at a significantly faster pace than expected [1], [2].
These 10T devices greatly enhance management operations,
including field mapping [3], [4], plant-stress detection [5], [6],
biomass estimation [7], [8], weed management [7],[9],
inventory counting [10], etc.

The most common application of unmanned aerial
vehicles (UAVS) is to observe agricultural fields for soil
conditions, crop growth, weed infestation, insects, plant
diseases, and crop water requirements. It provides prescription
data to guide the operation of precision implements. Realizing
the decisions calls for variable-rate technology to implement

tactical actions in seeding, fertilizer/chemical application and
irrigation instead of only mapping the field one year for
improvements in a subsequent year. Typically, UAVs always
use high-range flyers combine with high-resolution cameras
for the survey mission [11]. However, many crops and special
growing conditions require low-flying UAVs to collect data,
such as orchards. The other type of application is using drones
for water crops or pesticide spraying. This application can
help reduce herbicide use by 52% in Brazilian soybean field,
but it cannot work automatically with the auto fly mission on
complex farmland at low altitude. In a low-altitude fly range,
UAVs will face numerous risks in a low-altitude flying range,
including GPS dampening, obstacles, and so on. Therefore,
achieving autonomous recognition of obstacles and real-time
avoidance is one of the inevitable trends in the intelligent
development of agriculture drones.

Obstacle detection, collision avoidance, path planning,
localization, and control systems are the key parts required by
an unmanned vehicle to be fully autonomous and able to
navigate without being explicitly controlled [12]. In a
challenging dynamic agricultural environment, tasks may
become increasingly difficult for UAVs due to on-board
payload limitations (e.g., sensors, batteries), power
constraints, reduced visibility due to bad weather (e.g., rain,
dust), and complications in remote monitoring. The robotics
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community is working hard to address these challenges and
bring technological levels suitable for demanding
environments to ensure the success and safe navigation of
unmanned vehicles[13][14]. Therefore, the UAV’s controller
needs an individual positioning system.

There has been a lot of research in recent times on visual
and visual-inertial odometry for UAVs with a variety of
proposed algorithms [15]. A monocular camera is an ideal
sensor for this task because of its small size, cheap and
straightforward hardware setting. But there are many
problems in the system based on pure vision, so it is difficult
to apply and practice [16]. Besides that, cameras and inertial
measurement units have complementary properties. By
combining and utilizing their measurement data, robustness
and accurate positioning can be solved. The camera provides
rich image information; the data is not easy to drift, contained
in the IMU gyroscope, and the accelerometer can accurately
provide short-term estimates. Visual and inertial navigation
is becoming more and more popular among researchers,
especially in UAV [17] .

At present, there are also very excellent visual-inertial
navigation research results, such as Hong Kong University of
Cience and Technology VINS [18], based on the ORB-
SLAM2 improved IMU+ORB-SLAM2 system [19]. There
are some problems in the monocular inertial navigation
system. Because the monocular camera can not measure depth
information, the monocular system cannot recover the
measurement scale information. Due to the lack of direct
distance measurement, it will be difficult to directly integrate
the monocular visual structure with the inertial measurement.
To solve these problems, many systems of stereo-base inertial
odometry have been proposed [20]. The stereo camera can
now obtain the depth information of the object so that the
camera data can be better integrated with the IMU data and
the system initialization is simpler.

Furthermore, the stereo vision algorithm is excellent for
extracting information about the relative position of 3D
objects and obstacle avoidance in autonomous systems. For
example, the article, 3D path-planning and stereo-based
obstacle avoidance for rotorcraft, demonstrates the
complexity of working with stereo vision to build a 3D
occupancy map. The experiments highlighted the need to keep
the stereo cameras pointed along the velocity vector to avoid
collisions.

In this paper, we design a fully autonomous drone for
agriculture, developed and implemented. This design
integrated both the stereo camera and an embedded computer
for state estimation and obstacle avoidance. This article is
divided as follows: Section Il inquires about the platform and
hardware system for the primary purpose. Section 111 defines
the VIO and obstacle avoidance algorithm. Section 1V
introduces the results and discussion. Finally, Section V is the
conclusion.

The specifications for the design were listed in table 1
below, and these determine the choice of the suitable
component.

HARDWARE SYSTEM
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TABLE 1.THE SPECIFICATIONS FOR THE DRONE DESIGN

Parameter Value
Lifting thrust 10N
Weight 5Kg
Battery 4S 5200mAnh
Range of radio frequency coverage 1Km
Frequency of control signals 2.4GHz

A. Hex-copter Body

The frame of the hex-copter was made of very light
carbon fiber. Many other materials, such as aluminium and
wood, were considered. But their weight dramatically affects
the performance of the aircraft, especially the flight time. The
body is divided into three parts: body frame, landing gear,
and embedded computer connection path. The body frame
enclosed all the needed components. The width of the
structure was 450mm, and the height was 400mm.

Before choosing a motor for the design, the total weight
needs to be estimated first. It was determined by function:

Thrust=(weight*2)/6 (1)
Where: weight is the estimated weight of the loaded vehicle,

which is obtained by adding the individual weights of all
components in the aircraft. (For 2:1 thrust / weight ratio).

B. Embeded computer and camera

The Jetson Nano was integrated as a companion computer
because of its inherent processing power. It serves as the main
control system, which changes flight mode via the MAVLink
protocol. An embedded computer connected to the stereo
camera processes images to create depth and visual odometry
images to replace GPS data in positioning. Because of the
sampling rate and image quality, we use the Zed2 camera.

Pixhawk 4 autopilot DA16S+ receiver

Power
Management
Board

Jetson Nano

Li-po
Battery(4S)
5800mAh

580kV brushless

Zed 2 Camera
motor

1305 prop
(CCW x3, CW x3)

Agriculture
Camera

DA16S+ remote

Laptop control

Figure 1.System connection

I11. ALGORITHM

A. Visual-Inertial Odometry

In this paper, we use a V10 system called VINS-Fusion. This
is an extended version of VINS-Mono [19]. VINS-Fusion is
an optimization-based multi-sensor state estimator, which
archives accurate self-localization for  autonomous
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applications (UAVs, cars, AR/VR). It supports multiple
visual-inertial sensor types (mono camera with IMU, stereo
camera with IMU, and only stereo camera systems). The
outstanding advantages of VINS-Fusion are:
e  Multiple sensors support
e Online spatial calibration (transform between the camera
and IMU)
e Online temporal calibration (time offset between the
camera and IMU) [18]
e Visual loop closure
In this system, we use the stereo camera with IMU. The
overview of the system is described in Fig. xxx. In the first
block, measurement preprocessing, features are extracted and
tracked, and IMU measurements between two consecutive
stereo frames are pre-integrated. The initialization procedure
provides all necessary values: pose, velocity, gyroscope bias,
and three-dimensional feature location. This information will
be wused for bootstrapping the subsequent nonlinear
optimization based on VIO. After a successful parameter
initialization, the V10O with re-localization modules will start.
This module tightly fuses pre-integrated IMU measurements,
feature observations, and redetected features from the loop
closure. Finally, the pose graph module performs global
optimization to eliminate drift and achieve reuse proposal.
Besides, camera-rate pose and IMU-rate pose are used in the
online temporal calibration process.

Initialization Measurement Preprocessing

i [T Visuakinertial !
: Alignment | Camera
| !

Vision-only S | Mu H IMU Pre-integration |~ Propagation H\Murrate Pose

X ) )
Yes ! — Optimization H
i | Oldest  Sidingwindow  Newest e H
| Yes i
Local Visualinertial : H
Odometry with | Yes H
: States from Loop Closure Oh';“s’gﬁ‘;l‘g" Loop Detected? >

[ ]
. ¥ o
i Keyframe H
i [ Previss mes || H—f Sl !

Global Pose Graph Optimization and Reuse

Figure 2. System overview
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B. Obstacle avoidance algorithm

Obstacle avoidance is a two-step problem: Obstacle
detection and path planning. There exist different algorithms,
approaches, and solutions to path planning. The stereo vision
camera helps to detect an object in front of the drone, and the
computer will choose between 4 different flight modes,
defined as follows:

e Go to the goal (GTG): Only used when no obstacle is
detected. The quadcopter goes in a straight line toward
its intended destination (waypoint to waypoint).

e Avoid obstacle (AO): This is a safe mode. Suppose the
block gets too close to the drone. It will fly in the
opposite direction of the aiming vector from the center
of the UAV to the nearest sensed point.

e Avoid obstacle and go-to-goal (AO+GTG): This mode is
used when an avoidable obstacle is sensed. It uses the
result of a weighted sum vector between GTG and AO to
decide where the flight direction will be.

o Follow wall (FW): Special mode in which the perceived
obstacle is between the UAV and its target and the GTG
+ AO mode is not enough to evade said obstacle. The
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UAV follows the estimated contour of the obstacle until
it is circumvented and then switches mode depending on
the information available.

Algorithm 1 shows how a mode is chosen considering the
available information and vectors. The transitions between
modes are illustrated in the Finite State machine displayed in
Fig3. Furthermore, the vectors mentioned in the description
are represented in Fig4.

The algorithm is defined by information obtained from
stereo vision. The closest distance measured by depth image
was generated from the stereo camera. It is from smallest to
highest and the angles at which each of the lengths was
measured. Once a flight mode is chosen, the companion
computer will send a flight control command to the flight
controller in velocity vector format.

il

y ""\mnmnm,, MaxDistgy,

MInDist < MaxDistops and MinDist ey, MinDist oy,

MInDLSt gy, DISEK gy
and VectAng> MaxAng

:‘—’

S MinDist ey, < MaxDist gy,

and not MINDISt g,y < DIStK o
and VectAng< MaxAng [

VectAng< MaxAng

MinDist gy = MaxDistyy and

MinDistcy,,> MinDistyy,
il d MINDISt pyyy > MinDistoy)

MinDiste,.,= MaxDistgy,

MInDisteyy,> MinDist gy,

I':igure 3.Mode transitions specified in Algorithm 1 represented by
a Finite State Machine. The algorithm begins in the GTG mode
and should end in the same mode.

Avoidance
velocity
Follow wall

Avoid obstacle

Figure 4.Vectors used in the obstacle avoidance algorithm to
choose the current mode and flight trajectory.

Algorithm 1 Decision Making

Input: Current Mode CM, Go To Goal Vector GTGV .,
Avoid Obstacle Vector AOV ;. , Current Minimum Distance
to Closest Detected Obstacle MinDistc,,,

Output: Current Mode CM

Initialization :

1: Define maximum perceivable distance to

obstacle MaxDist g,

2: Define minimum permissible distance to
obstacleMinDist;,¢3: Define distance to keep from
estimated wall

DistK .,

4: Define maximum angle admissible between GTBV .,
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and AOV ., MaxAng

Main Loop :

5: VectAng « angleBetweenVectors(GTBV .., AOV ;)
6: if (CM = GTG) then

7: if(MinDist;,+< MaxDist,,s and
MinDist,,,.> MinDist,;) then

8: CM — GTG+AO0

9: elseif (MinDistc,,.< MinDist,,) then
10: CM — A0

11:  endif

12: else if (CM = GTG+AO) then

13: if (MinDist,,,.> MaxDist,,,) then

14: CM « GTG

15:  elseif (MinDistc,,.< MinDist,;) then
16: CM — AO

17:  else if (MinDistcy,,< DistK,y,

and VectAng> MaxAng) then

18: CM — FW

19: end if

20: else if (CM = AQ) then

21: if (MinDist,,,> MinDist,,) then
22: if (MinDistc,,,< DistK,,
and VectAng> MaxAng) then

23: CM — FW

24: else

25: CM — GTG+AO

26: end if

27: end if

28: else if (CM = FW) then

29: if (VectAng< MaxAng) then

30: CM «— GTG+AO

31: else if (MinDist¢,,,> MaxDist,,,) then
32: CM «— GTG

33: end if

34:end if

IV. EXPERIMENTS AND RESULT

In this section, we present our experiments with the
system. The first part is to evaluate VINS-Fusion with the
VIODE dataset [21], then to verify the obstacle avoidance
algorithm. All these experiments were conducted in the
AirSim simulation environment.

VIODE (VIO dataset in Dynamic Environments) is a
benchmark for assessing the performance of VO/VIO
algorithms in dynamic scenes. The environments are
simulated using AirSim [22], a photorealistic simulator
geared towards developing perception and control
algorithms. VIODE’s unique advantage over existing
datasets lies in the systematic introduction of dynamic objects
in increasing numbers and different environments. VIODE
uses the same UAV trajectory to generate data series with
growing moving objects in each scenario. Thus, with VIODE,
we can isolate the influence of scene dynamics on the
robustness of vision-based localization algorithms.
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Figure 5. Simulation environment.

Firstly, for the VO/VIO algorithms, our experimental
simulated a quadcopter with a front stereo camera with a
720x480 resolution and 90° FOV. The simulation
environment was built on UE4 software and the drone,
camera, was set up by Airsim open-source. This is a grass
field with trees and rocks (Figure.l). For the pre-processing,
we calibrate the camera first to find the project matrix for the
VIO algorithm input. The result of VIO was shown below:

— Estimate

30+

b
&
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x [m]

Figure 6. Trajectory simulation

—— Groundtruth
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Figure.2 shows the trajectory of the drone in the
simulation with a velocity of 5m/s. In the first straight trip,
the translation error is insignificant (Figure.3). During the
next move, the system error was too big due to the drone's
rotation and the environment did not have enough markers.

Because of the errors in the VIO algorithm, applying the
obstacle avoidance algorithm, we reduced the flight speed to
2m/s and got the results as shown in Figure 8.
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Figure 8. Trajectory in Obstacle avoidance

To investigate how the speed affects the algorithm, we
tested the system many times with the camera sampling rate
of 25 fps and the 50m distance results are shown below.
TABLE 2. TRANSLATION ERROR DEPEND ON DISTANCE

VELOCITY
Velocity Translation error
5m/s 7,4%
4 mls 5,2%
3m/s 3,6%
2mls 1,4%

V. CONCLUSION

In conclusion, this device could potentially detect and avoid
most obstacles. However, this implement only uses a front
stereo camera; obstacles below, behind, and above drones
may not be possible. Therefore, the drone cannot run in a
more complex scenario and at high speed in the current state.
Regardless, more tests will be undertaken to assess the
current system's limitations and identify possible avenues for
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improvement. Furthermore, since most of the exposed
behaviors rely on practical insights and geometrical
calculations, a thorough mathematical proof of the algorithm
has not been developed; therefore, future work will focus on
deriving it. The VIO system error is insignificant, so it can
replace GPS, but after a long time running, the cumulative
error needs to be correct. In the future, we will improve the
solution as well as the accumulated errors.

ACKNOWLEDGEMENT

Quach Cong Hoang was funded by Vingroup Joint Stock
Company and supported by the Domestic PhD Scholarship
Program of Vingroup Innovation Foundation (VINIF),
Vingroup Big Data Institute (VINBIGDATA), code
VINIF.2020.TS.23.

REFERENCES

D. C. Tsouros, S. Bibi, and P. G. Sarigiannidis, “A
review on UAV-based applications for precision
agriculture,” Inf., vol. 10, no. 11, 2019, doi:
10.3390/inf010110349.

U. R. Mogili and B. B. V. L. Deepak, “Review on
Application of Drone Systems in Precision
Agriculture,” Procedia Comput. Sci., vol. 133, pp.
502-509, 2018, doi: 10.1016/j.procs.2018.07.063.

S. Marino and A. Alvino, “Detection of Spatial and
Temporal Variability of Vegetation Indices,”
Agronomy, vol. 9, no. 226, p. 13, 2019.

P. Surovy, N. Almeida Ribeiro, and D. Panagiotidis,
“Estimation of positions and heights from UAV-
sensed imagery in tree  plantations in
agrosilvopastoral systems,” Int. J. Remote Sens., vol.
39, no. 14, pp. 4786-4800, 2018, doi:
10.1080/01431161.2018.1434329.

C. Cilia et al., “Nitrogen status assessment for
variable rate fertilization in maize through
hyperspectral imagery,” Remote Sens., vol. 6, no. 7,
pp. 6549-6565, 2014, doi: 10.3390/rs6076549.

M. Zaman-Allah et al., “Unmanned aerial platform-
based multi-spectral imaging for field phenotyping of
maize,” Plant Methods, vol. 11, no. 1, pp. 1-10,
2015, doi: 10.1186/s13007-015-0078-2.

A. Chang, J. Jung, M. M. Maeda, and J. Landivar,
“Crop height monitoring with digital imagery from
Unmanned Aerial System (UAS),” Comput.
Electron. Agric., vol. 141, pp. 232-237, 2017, doi:
10.1016/j.compag.2017.07.008.

E. Honkavaara et al., “Hyperspectral Reflectance
Signatures and Point Clouds for Precision
Agriculture by Light Weight UAV Imaging System,”
ISPRS Ann. Photogramm. Remote Sens. Spat. Inf.
Sci., vol. 1, no. September, pp. 353-358, 2012, doi:
10.5194/isprsannals-1-7-353-2012.

M. Pflanz, H. Nordmeyer, and M. Schirrmann,
“Weed mapping with UAS imagery and a bag of
visualwords based image classifier,” Remote Sens.,
vol. 10, no. 10, pp. 1-17, 2018, doi:
10.3390/rs10101530.

M. Rahnemoonfar and C. Sheppard, “Deep count:
Fruit counting based on deep simulated learning,”
Sensors (Switzerland), vol. 17, no. 4, pp. 1-12, 2017,
doi: 10.3390/s17040905.

[1]

[2]

(3]

[4]

[5]

(6]

[7]

(8]

[°]

[10]



[11]

[12]

[13]

[14]

[15]

[16]

Minh-Trung Vu et. al.

Y. Huang, S. J. Thomson, H. J. Brand, and K. N.
Reddy, “Development and evaluation of low-altitude
remote sensing systems for crop production
management,” Int. J. Agric. Biol. Eng., vol. 9, no. 4,
pp. 1-11, 2016, doi: 10.3965/j.ijabe.20160904.2010.
A. Foka, “Real-Time Hierarchical POMDPs for
Autonomous Robot Navigation 2  Partially
Observable Markov Decision Processes ( POMDPs
),” no. July, 2005.

J. N. Yasin, S. A. S. Mohamed, M. H. Haghbayan, J.
Heikkonen, H. Tenhunen, and J. Plosila, “Unmanned
Aerial Vehicles (UAVs): Collision Avoidance
Systems and Approaches,” IEEE Access, vol. 8, pp.
105139-105155, 2020, doi:
10.1109/ACCESS.2020.3000064.

S. S. Esfahlani, “Mixed reality and remote sensing
application of unmanned aerial vehicle in fire and
smoke detection,” J. Ind. Inf. Integr., vol. 15, no. June
2018, pp. 42-49, 2019, doi:
10.1016/j.jii.2019.04.006.

R. Munguia, S. Urzua, Y. Bolea, and A. Grau,
“Vision-based SLAM system for unmanned aerial
vehicles,” Sensors (Switzerland), vol. 16, no. 3, pp.
1-23, 2016, doi: 10.3390/s16030372.

Y. Li and S. B. Lang, “A Stereo-Based Visual-
Inertial Odometry for SLAM,” Proc. - 2019 Chinese
Autom. Congr. CAC 2019, pp. 594-598, 2019, doi:

40

[17]

[18]

[19]

[20]

[21]

[22]

10.1109/CAC48633.2019.8997432.

D. Scaramuzza and Z. Zhang, “Odometry of,” pp. 1—-
9, 2020.

T. Qin and S. Shen, “[Best Student Paper Award]
Online Temporal Calibration for Monocular Visual-
Inertial Systems,” Iros, pp. 3662—-3669, 2018.

T. Qin, P. Li, and S. Shen, “VINS-Mono: A Robust
and Versatile Monocular Visual-Inertial ~State
Estimator,” IEEE Trans. Robot., vol. 34, no. 4, pp.
1004-1020, 2018, doi: 10.1109/TR0.2018.2853729.
C. Chen, H. Zhu, M. Li, and S. You, “A review of
visual-inertial ~ simultaneous  localization and
mapping from filtering-based and optimization-
based perspectives,” Robotics, vol. 7, no. 3, 2018,
doi: 10.3390/robotics7030045.

K. Minoda, F. Schilling, V. Wuest, D. Floreano, and
T. Yairi, “VIODE: A Simulated Dataset to Address
the Challenges of Visual-Inertial Odometry in
Dynamic Environments,” IEEE Robot. Autom. Lett.,
vol. 6, no. 2, pp. 1343-1350, 2021, doi:
10.1109/LRA.2021.3058073.

S. Shah, D. Dey, C. Lovett, and A. Kapoor, “AirSim:
High-Fidelity Visual and Physical Simulation for
Autonomous Vehicles,” 2017.



The 6™ International Conference on

Engineering Mechanics and Automation (ICEMA 2021)

Hanoi, November 14, 2021

Design of PD Controller for Flexible Manipulators
by Particle Swarm Optimization

Nguyen Quang Hoang
Department of Applied Mechanics
Hanoi University of Science and Technology
No. 1 Dai Co Viet Road, Hanoi

hoang.nguyenquang@hust.edu.vn

Than Van Ngoc
College of Electromechanical and Civil Engineering
Vietnam National University of Forestry
Xuan Mai Town, Chuong My District, Hanoi
thanvanngoc@gmail.com

Abstract — The robotic manipulators consisting of flexible links are widely used in industries such as construction, mining,
medical, aerospace, and automation. With lightweight and slender links, flexible manipulators have some advantages compared to
rigid ones such as material and energy saving. However, control of flexible manipulators has some challenges due to the flexibility
of the link. This paper presents the dynamic modeling and control of a flexible manipulator of two links with translation and
rotational joints. The finite element method and Lagrange equation are used to build the dynamic model. An optimal PD controller
based on the Particle Swarm Optimization algorithm is designed to bring the endpoint to the desired position. The numerical

simulations are carried to illustrate the proposed algorithm.

Keywords — Flexible manipulator, Modeling, Finite element method, PD controller, PSO.

l. INTRODUCTION

Flexible manipulators have many advantages such as
lighter weight and slimmer having lower material and energy
costs than traditional robots with high rigidity and large size.
However, flexible manipulators are time-varying nonlinear
MIMO systems and which become more deformable and
more difficult to control precisely. Therefore, for the
problem of inverse kinematics and robot control the vibrate
properties of the links cannot be ignored. This type of elastic
manipulator is commonly used in fields such as space
exploration, manufacturing automation, construction, and
mining, where small-volume manipulators and large
workspaces are required.

The study of flexible manipulators has attracted the
attention of scientists in the last three decades. There have
been many studies on the dynamics and control of
manipulators with elastic links. These works are
summarized in review articles such as: [1-6]. In general, the
works focus on modeling and control design for elastic
manipulators. Of these, five main methods are used to
model flexible link manipulator, including: 1. Lumped
Parameter Method (LPM) [7], 2. Finite Difference Method
(FDM), 3. Assumed Mode Method (AMM) [8, 9,10], 4.
Finite Element Method (FEM) [11, 12], 5. Rigid Finite
Element Method (RFEM) [13]. Besides modeling, the rules
controlling the position and trajectory of the links are also
interested in research. Many control laws from linear,
nonlinear, stable, adaptive, fuzzy logic, using neural
networks, etc. have been established and applied to elastic
manipulators [8, 9, 13, 14, 15, 16]. In addition, dark search
algorithms like Particle Swarm Optimization (PSO) [18, 19]
and Genetic Algorithms (GA) [20]..., which are the
algorithm is very efficient in finding the optimal solution
advantage of the problem [21, 22, 23].

In this paper, the finite element method and Lagrange 2
equation are used to build a dynamic model for a planar
robot manipulator consisting of two translation and rotary
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joints with flexible links. Based on the received motion
differential equation, an optimal PD controller based on the
Particle Swarm Optimization algorithm is designed. The
optimal criteria used in this paper is sum of square error in
position and velocity. The layout of the paper consists of 5
parts: part 1 introduces, part 2 presents the application of the
FEM method to building differential equations of motion for
a two-stage planar manipulator system, part 3 presents PD
control law and PSO algorithm, part 4 presents the
numerical simulation results and finally the conclusion.

DYNAMIC MODEL OF FLEXIBLE
MANIPULATOR
A. Dynamic modeling

The differential equation of motion of the flexible
manipulator is established by the FEM method and the
Lagrange 2 equation has the following matrix form:

M(q)d + C(q,q)q + Dq + Kq + G(q) = Bz (1)

Where, q =[q;,q;]" is the generalized coordinate vector of

rigid motion and the small flexible deformation around its
straight state, M(q) is generalized mass matrix, K is the
generalized stiffness matrix, D is viscosity coefficient matrix,
C(q,q) is the Coriolis matrix, G(q) is the generalized force

matrix of gravity, and B is the constant matrix corresponding
to the excitation force/torque = Details on the construction
of this equation can be found in the documents [1, 24, 25].

B. Equations of motion

Consider the two-link flexible link manipulators with
translational joint and rotational joint moving in the
horizontal plane is shown as Figure 1.

The coordinate system OgXoYo is fixed frame at Og. The
relative coordinate systems O1xiy1, AXpy- are attached to the
translation link at O; and rotational link at A, respectively. B
is the end-effector point.
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element j
Fig. 1. The configuration diagram of two-link flexible manipulators

The parameters of the two flexible links include link 1-
0A: the mass and moment of inertia of the weight at both
ends of the link are mia, maa (Kg), lia, loa (kg.m?)
respectively; the mass and moment of inertia of link are m;
(kg), 11 (kg.m?) respectively; link 1 with length Ly (m). Link 2
- AB: the mass and moment of inertia of the weight at both
ends of the link are mis, mz (kg), e, le (kg.m?)
respectively; the mass and moment of inertia of the link are
m; (kg), 12 (kg.m?) respectively; link 2 with length L, (m). me
is the mass of the beam element and along with other
parameters are shown details in Table 2.

Through some results in [26], it can see that when taking
the number of elements of a stage as 1, 2, 3 or 4, the results
are not much different, but the computational volume
increases significantly, so in this paper we use the number of
elements for per link is one (ng = 1).

The generalized coordinates for the links are:

1= [Or2, 013, G14]" ; 02 = [Ya, O2, 23, Goa]” 2
in there: ya = Qr. + 013, , @2 = Qr2+qus. And the generalized
coordinates vectors for the entire flexible manipulator are as
follows:

q = [0r1, Or2, 013, 014, Go3, G2a]" (3)
Where the translational joint variable g1 is driven by
force. The rotational joint variable gy, is driven by 7, torque.
The variables 013, Qus, o3, Q24 are the elastic deformation
bending and rotation angle at the endpoints of link 1 and link
2, respectively. Using Maple software calculate the mass and
stiffness matrices for each link of the manipulator as follows:

1 1
m, +m +m,, §m1+m2A _Emll‘l
13 11
M, = p— +m —
1 35m1 2A 210m1L1 )
1 2
sym — |
I y Tosmbt 24 |
0 O 0
El
K,=—0 12 -6L, @)
B -6L, 4L

The mass matrix M, and the stiffness matrix K, of size
4x4 are symmetric matrices with the upper half-triangle
elements as follows:
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_mm*mz 1 1 1
om (E m, + mza)Lz COS(qrz +q1A) (E m, + mZB)cos(q,z + qm) _Emz Lz COS(qu + qu)
2B
I +;mL§+m L+l Ll +m L BEE
MZ: 1B 3 2 282 2B 20 22 2B 20 22 2B
Em +m —Em L,
3 ¢ 20 °
1
sym ﬁmzﬁﬂzE
0 0 O 0
El 0 O 0
K= 12 -6 ®)
2 - Lz
sym 41

Concatenating the mass and stiffness matrices of the links
together, we get the mass matrix M(q) and the stiffness
matrix K of the whole system of size 6x6 symmetric with the
elements:

My My, M My, Mg My
My My My My My
M(q) = My, My My My, ©)
My My My
Mg Mg
| Sym Mes |

Where, the elements of the matrix have the following values:
My, =My, +M + My, + Mg +M, + My

M, :]/Z(mz +2m,g )L, cos(q,, +,,)

My, :1/2m1+m2A+mlB +M, +Myg

M,, =(1/2m, +m,; )L, cos(q,, +0,,) —1/12m, L,
L\ :1/2(m2 +2m,5)cos(q,, + )

s =—1/12m,L, cos(q,, +d,,)

2o =lig +(1/3m, +myg ) L2 + 1,5

23 :1/2(m2 +2myg )L, cos(q,, +0y,) ;

20 = lig +(1/3M, + My ) L3 + 1,5

% =(7/20m, +myg )L, Mys =—=1/20m,L5 + 1,
M,, =13/35m +m,, + m, +m, +m,,

a =(1/2m, +m,; )L, cos(q,, +a,)—11/210m,L,
5 =1/2(m, +2m,g) cos(,, + )

3% _]7/12 m,L, COS(qu + q14)

1/105m L2 +1/3m, L5 +myg L2 +1,, + 1,5 + g
w5 =1/20m,L, +myel, 5 My =—=1/20m, L5 + 1,
55 =13/35m, + m,; ; M, =—11/210m,L,

o =1/105m, L5 + 1, .

M
M
M

< L

< <Z
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The overall stiffness matrix has the form:

[0 0 0 0 0 0 ]
0 o 0 0 0
K _ 12E1, /8 -6El, /L2 0 0 @
4EL /L, 0 0
12E1,/5 —6EL/L2
| Sym 4E|2/L2_
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The Coriolis matrix C(q,q) is determined from the mass

matrix M(q) according to the Christoffel formula [26] or
using the Kronecker product [27]. The matrices B and D
have the following form:

_[100000

.
,D=diag[d, d, 0 0 0 0](8
010000} lagld, d, 1)

The generalized force vector G(q) is obtained from the
expression of potential energy due to gravity, G(q) = 0 when
the flexible manipulator moves in the horizontal plane.

A. Overview of the PD controller
The PD controller has a simple structure, easy to use, so
it is widely used in controlling objects according to the
feedback principle.

DESIGN PD CONTROLLER WITH PSO

o . y
Controller Control object

Fig. 2. Feedback control with PD controller

In this paper, the task of the flexible manipulator control
problem is to give the law of driving force/moment acting on
the joints to make the endpoint of the manipulator reach the
desired position with high accuracy and least vibration. To
build a PD controller for an elastic robot, we will choose two
parameters Kp, Kd suitable for the controller to converge to
the desired value. Specifically, the control function applied
to the manipulator has the following form:

u(t) = K e(t) + K &(t) ©)

—q™ (t) is the error between the received
 and the feedback signal of system

r

Where, e(t) =g

r

wanted signal q

g (t). é(t):%e(t) :—%q{ea' (t) . Ky Kq which are the

parameters of the PD controller and also matrices of the
same size as the number of joints of the flexible manipulator.
This paper presents the PSO algorithm to determine the
optimal parameters K,, Kq of the PD controller.

B. Particle swarm optimization algorithm

The PSO algorithm [18, 19] is a set-based optimization
method, in which the system is initialized with a set of
random elements and the algorithm finds the optimal by
updating generations proposed by Eberhart and Kennedy.
This algorithm simulates the behavior of a flock of birds or
the collective intelligence of a group of social insects with
limited individual capabilities. In the PSO algorithm, each
i-th individual of the swarm is characterized by two
parameters, the current position, and velocity of each
individual, which are represented by the following two

vectors:
Xi =04 %000 %) 3 Vi = (v, V.0, v,) (10)
The suitability of each individual will be evaluated by the
objective function J. This function is defined as the sum of
the squares of control errors e(t) and its derivative é(t) in the
control process as follows:
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k Kk
I =2 e (i)e(i)+ 2 ¢ (ie(i) (11)

i=1 j=1

A particle is always searching in his own search space to
replace his old position with a better new one. At each
iteration, the two best values of velocity and position
determined by the experience of the particle as well as the
experience of the whole swarm are updated following
Equations (12) and (13).

vVt =wV* + ¢ .rand, (Pbest' —x¢) +c,.rand, (Gbest —x) (12)
Xik+l = Xik +\/ik+1 (13)
where V', X[,V***, X{** are the velocity vector and the

position vector of the i-th particle at the k and k+1 iterations
in the search space, respectively. Pbest is the previous

optimal index of each individual. Gbest' is the most

optimal index between individuals in a population. Kk is the
number of iterations. c¢; and c; are learning factors. rands,
rand; are two random numbers between (0, 1).

w is the inertial weight, which is set by the following
equation:

Wiax — Wanin
Maxlter
where Maxlter represents the maximum number of
iterations, and iter it is the number of current iteration or
generations.

The diagram of the PSO algorithm is described in Figure 3.

Initialize the position and
velocity swarm parameters

ri

| Calculate the fitness function |

i

Calculate the Local best position
and Global best position

!

Update Velocity and Position

wW=Ww (14)

max

Check the satisfaction

of optimization criteria

Fig. 3. Flowchart of PSO algorithm

q." .4
=~
q7.q7 e.e PD 7(7) | Model Flexible
+ i q,-9
Controller Manipulator /
Ky, Ka ‘
i| Fitness —
[ N S ey
‘| function algorithm |

Fig. 4. PSO-based PD control block diagram
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IV. NUMERICAL EXPERIMENTS

In this section, implement PSO algorithm (Figure 3) on
the mfile part of Matlab [28], and build a closed-loop control
system with PD controller for the flexible manipulator
(Figure 4) on Simulink. The parameters for the model of the
flexible robot arm and initialization parameters of the PSO
algorithm considered is characterized by the following data;

TABLE I. PARAMETERS OF DYNAMIC MODEL
General Specifications Link 1 Link 2
p = 7830 (kg/m®) L, =0.6 (m); L, =0.4 (m);
b =0.02 (m) Ne=1 Nape =1
h=0.005 (m) m; = pAL; (k@) m, = pAL, (kg)
A=bh(m mze = My/N; (Kg) Mze = My/N; (Kg)

E = 2.1x10™ (N/m?)
Coefficient of drag at
two joints:

d1 =0.1; dz =0.1

mia = 0.05m, (kg)
ma = 0.05m; (kg)
lia = 0.001 (m“)
I,o=0.001 (mA)
L= L1/N1 (m)
I, = bh¥/12 (m*)

myg = 0.05m, (kg)
mys = 0.05m;, (kg)
lig = 0.001 (m“)
l,g =0.001 (mA)
Lo = Lz/Nz (m)
= bh¥/12 (m*)

TABLE II. DEFINE THE PSO'S PARAMETERS
Property Symbol and Value

Number of practicles in a swarm noP =30
Max Iterations Maxlter = 30
Acceleration constants €1 =2,¢, =2
Number of optimization variables Nvar = 2
Max and min inertia factor Wmax = 0.9, Wmin=0.4
Lower bound of variables Lb=1[00]

Upper bound of variables Ub = [500 500]

In this simulation, the endpoint E is required to move
ref0 _

from the initial position with q°=[0 0] to the final

position defined by g
is T = 5s.
Run the program according to the algorithm set out to

perform the population evolution and after 30 iterations we
get the following results:

[0.8 7r/3]T. The simulation time

2000
1000 |

@

3

2 100

[

H

3

2 B

S 10¢ \
y . ‘
0 5 10 15 20 25

No. of Iteration
Fig. 5. Evolution of the objective function with iterations for the PD
controller
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Performing the maximum number of iterations, the
optimal parameters of the PD controller K,, Ky are selected
when the objective function (11) reaches the minimum value
as follows:

Kp = 137.0303*diag([1, 1]), Kq = 18.6387*diag([1, 1]).

After finding the optimal values of the PD controller and
proceed to simulate the system's response on Simulink. The
simulation results are shown in the figures from Figure 6. to

Figure 12.
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0.4 /
0.2

0.8

- = -Reference value
=—Real value

qr1 (m)

0
0 1 2 3 4 5
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Fig. 6. Values of translational joint
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Fig. 9. Value of elastic displacement at the end of link 2
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Fig. 12. Values of driving forces and torque at joints

Figures 6 and 7 show that the movement of the joints is
relatively smooth and reaches quickly the set position after
about 0.7 s, while the elastic oscillations reduce to zero (Fig.
7, 8). The endpoint approaches the desired position after a
time of 0.7 s (Fig. 9, 10). From these results, it can be seen
that the PD controller with parameters Kp, Kd optimized by
PSO brings the endpoint to the desired position in a short
time, while vibration response reduces quickly to zero.

V. CONCLUSION

This paper presents the dynamic model of a two-joint
translational and rotary (T-R) planar manipulator with
flexible links. The differential equation of motion of an
elastic manipulator of general form is established. From
these motion differential equations, the response of the
system is simulated by Matlab/Simulink with a PD
controller controlling the position of the manipulator in the
joint space. The PSO optimization algorithm is presented
and successfully applied to find the optimal parameters of
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the PD controller K, Kg. The simulation results show that
the PSO-based PD controller can meet the requirement.
However, the issue of tracking control in the operational
space will be studied in a future work.
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Abstract— Collecting and analyzing weed data is crucial, but it is a real challenge to cover a large area of fields or farms while
minimizing the loss of plant and weed information. In this regard, Unmanned Aerial Vehicles (UAVs) provide excellent survey
capabilities to obtain images of the entire agricultural field with a very high spatial resolution and at a low cost. This paper addresses
the practical problem of the weed segmentation task using a multispectral camera mounted on a UAV. We propose the method to
find the ideal workflow and system parameters for UAVs to maximize field crop coverage while providing data for reliable and
accurate weed segmentation. Around the segmentation task, we examine several Convolutional Neural Networks (CNNs)
architectures with different states (fine-tune) to find the most effective one. Besides that, our experiment using Near-infrared (NIR)
and Normalized Difference Vegetation Index (NDVI) -the foremost spectroscopies - as an indicator of the vegetation density, health,
and greenness. We implemented and evaluated our system on two farms, sugar beet and papaya, to conclude based on each stage of
crop growth.

Keywords— UAV, weed segmentation, deep learning, spectroscopy

and take ultra-high spatial resolution imagery (i.e., a few
I. INTRODUCTION centimeters), allowing observing small individual plants and
Precision agriculture (PA) can be defined as the science of ~ patches that are not possible with satellites or piloted aircraft
improving crop yields and assisting management decisions ~ [4]. This significantly improves the performance of the
using high technology sensors and analysis tools [1]. PA ~ monitoring systems, especially in monitor and detect weeds
spatially surveying critical health indicators of crop and  Systems. UAVs can serve as an excellent platform to obtain
applying treatment, e.g., herbicides, pesticides, and fertilizers, ~ fast and detailed information on arable land when equipped
only to relevant areas. Because of that, weed treatment is a ~ With various sensors. From an orthomosaic map, producers
critical step in PA as it directly associates with crop healthand ~ can make beneficial decisions in terms of money and time,
yield. To overcome the above problem, in PA practices, Site- ~ monitor the health of plants, get records quickly and
Specific Weed Management (SSWM) is used [2] SSWM  accurately on damage or identify potential problems in the
focused on the divide the field into management zones that field. Moreover, this information is also essential data that
each one receives customized management. Therefore, itis ~ €enables new technologies such as machine learning, deep
necessary to generate an accurate weed cover map for precise  learning, etc., to improve productivity in precision agriculture.
herbicide spraying. Hence, we need to collect high-resolution
data image data of the whole field. These images are usually
captured by two traditional platforms, satellite, and manned
aircraft. However, these conventional platforms present
problems related to temporal and spatial resolution, and the
successful use of these platforms is dependent on weather
conditions [3].

Section Il presents some common type of UAVS used in
the agriculture robotics domain and cover related works using
CNN models with multispectral images. Section Il describes
our proposed method on an available public dataset and details
of our deep learning model. Section 1V concludes two parts:
i) the result of the public dataset, and ii) the procedure for
acquiring, calibrating, and evaluating experimental datasets

In recent years, along with the development of scienceand ~ under real conditions. At last, section V concludes the paper.
technology, Unmanned Aerial Vehicles (UAVs) are
considered a suitable replacement for image acquisition. The Il. RELATED WORK
use of UAVs to monitor crops offers excellent possibilities to In PA, UAVs are inexpensive and easy to use compared to
acquire field data in an easy, fast, and cost-effective way  satellites and manned-aircrafts, though limited by insufficient
compared to previous methods. UAVs can fly at low altitudes ~ engine power, short flight duration, difficulty in maintaining

L * Corresponding Author: trienpm@vnu.edu.vn (Minh-Trien Pham)
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flight altitude, and aircraft stability [5], [6]. In general, the
payload capacity of the UAVs is about 20-30% of its total
weight [7], which significantly governs the type of operation
that can be performed with the system. Three major UAVsS
type can be used for precision weed management: fixed-wing,
rotary-wing, and blimps. But the ability to hover in the air and
agile manoeuvring makes rotary-wing well-suit to agriculture
field inspections. This ability makes rotary-wing UAVs take
ultra-high-resolution images and map small individual plants
and patches [8]. Although fixed-wing UAVs can flight with
high speed [9] and greater payload capacities than the rotary-
wing platform, leading to images with coarse-spatial
resolution and poor image overlap. Besides fixed-wing and
rotary-wing, blimps are also used for obtaining aerial imagery
[10]. Blimps are simple UAV platforms where the lift is
provided by helium. However, they are not stable under high-
speed conditions [11], and the development of highly
sophisticated aerial systems (i.e., fixed- and rotary-wing
UAVs) are maneuvered easily and attached with in-built
sensors/cameras. Because of that, the use of blimps has
declined in agricultural applications.

Moreover, one of the most critical parameters in a UAV
flight is the altitude above ground level (AGL). It defines the
pixel size on the captured images, flight duration and coverage
area. It is crucial to determine the spatial quality required for
orthomosaics to obtain the ideal pixel size in the images.
According to Hengl [12], detecting the smallest object in an
image generally requires at least four pixels. When choosing
altitude AGL, the spatial resolution must be good enough
while covering as many surfaces as possible. Low altitude
AGL UAV flights can produce high-resolution images but are
limited in the coverage area, thereby increasing flight
duration. Therefore, the operation of UAVSs is broken down
into several flights due to battery life, causing a change in light
condition, the unstable appearance of shade, etc.

Several works have been directed using RGB beside
multispectral imagery of farming fields to face the substantial
similarity in weeds and crops for weed detection technology.
[13] using Excess Green Vegetation Index (ExG) [14] and the
Otsu’s thresholding [15] to remove background (soil,
residues). After that, the authors applying a double Hough
transform [16] to identify the maincrop lines. To specify crops
and weeds, they applied the region-based segmentation
method forming a blob coloring analysis. The crop will be any
region with at least one pixel belonging to the detected lines;
the remaining area means weed. Lambert et al. [17] apply the
green normalized differential vegetation index (GNDVI) to
classify. The reason for their choice is that high biomass crops
such as wheat cause saturation of chlorophyll levels in the red
wavelength, resulting in poor performance when using the
normalized differential vegetation index (NDVI) [18].

Image segmentation aims to learn information in a given
image at a pixel level, an essential but challenging task. In
recent years, convolutional neural networks (CNN) have risen
as a potent tool for computer vision tasks. The creation of the
AlexNet network in 2012 had shown that a large, deep CNN
could achieve record-breaking results on a challenging dataset
using supervised training [19]. For example, in [20] and [21],
authors apply AlexNet for weed detection in different crop
fields: soybean, beet, spinach, and bean. Mortensen et al. [22]
using a modified version of VGG-16 on the segmentation task
of mixed crops from oil radish plots with barley, grass, weed,
stump, and soil. However, these methods have a poor
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performance with low-resolution images because of the
sequential max-pooling and down-sampling layers. To solve
this issue, U-Net [23] has the mechanic that contracted
features will reconstruct the image to input resolution. This
paper uses a model based on this U-Net architecture (detail in
Section I11-C1).

11l. METHODS

A. System overview

The main target of the proposed UAV system is to identify
plants and weeds in UAV imagery, thereby providing a tool
for precisely monitoring real fields. In the following, we will
discuss general steps in the preliminary analysis and
preparation of the data collection process.

Available devices

UAV platform |

Flight parameters

| Camera information | |

| Spatial resolution | | Multispectral camera |

| Altitude AGL | | Ground Control Station |

Data collection

v
NDVI extraction

v

Weed segmentation

Fig. 1. General overview of the UAVs system used in the image collection
process

First of all, it is essential to guarantee safety and accuracy
before flying. Devices such as UAVs, computers, and
controllers must be checked to see if it is working correctly to
avoid system breakdowns and failures due to malfunctions.
After that, several parameters need to be calibrated to ensure
the UAV is in good condition and ready for take-off.
Typically, inertial measurement unit (IMU), compass, and
camera are the things that need calibration. The IMU,
including the accelerometer, needs to be calibrated first to
establish the standard altitude of the UAV and minimize errors
due to inaccurate sensor measurements. Then there is the
compass, making sure to avoid potential sources that could
affect the magnetometer. For cameras, it is necessary to
determine the lens parameters and the types of multispectral
cameras before flying. In our case, UAV needs a 2-band
multispectral camera (red channel at 660nm and near-infrared
(NIR) at 790nm) as the minimum required to extract NDVI
imagery, a central element in the soil separation task.

In our UAV system, the pilot can serve as Ground Control
Point (GCP) to control and send UAV commands from the
ground. The UAV sends the real-time images streaming to
GCP while in the air; it moves between pre-scheduled
waypoints while taking pictures on the ground. Figure 1
illustrates the overview UAVs system using in the image
collection process.

B. Dataset and Data Augmentation

This paper uses the crop/weed dataset from a controlled
field experiment [24] containing pixel-level annotations of
sugar beet and weed images. A multispectral camera Sequoia
mounted on a DJI Mavic — commercial MAV, recording
datasets at 1 Hz and 2-meter height. A total of 149 images
were captured in 3 separate field patches: crop-only, weed-
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only, and mixed. Each training/test image consisted of the red
channel, NIR, and NDVI imagery.

The role of the NDVI spectrum is crucial in the soil
segmentation task. The following examples will clarify the
importance of NDVI imagery compared to the red channel or
NIR in this task. In NIR, we hardly indicate the difference
between soil and plant/weed. The red channel image can
easily identify the contrast, but it depends on the light
conditions when collecting data, causing instability and
consistency during training. On the other hand, NDVI imagery
is based on how plants reflect certain electromagnetic
spectrum ranges, making non-plant materials like soil easily
separated. Although the primary contribution of NDVI is used
as an indicator of vegetation density, health, and greenness, it
has shown excellent results in the ground segmentation task.

Red

NDVI

Fig. 2. Red in good light condition (top-left) and bad light condition (top-
right). Bottom-left is NIR, and the bottom-right is NDI.

Next, we need to focus on the most crucial task: the
distinction between weed and plant. As mentioned before, the
training dataset is divided into crop-only and weed-only. The
plant has broad leaves, thin twigs, while weed is small in size
and distributed in clusters. It makes the recognition is more
straightforward in the training process with an individual
object. In that case, traditional computer vision or machine
learning techniques like the random forest or support vector
machine can get the task done. However, while plants often
overlap with weeds in practical matters, pixel-by-pixel
classification becomes difficult. To address this issue, we
decide to use a more advanced solution: a deep learning model
due to its robust feature learning and end-to-end training.

Plant

Weed Overlap

Fig. 3. Individual object: plant (left), weed (middle) and overlapping
objects (right).

In our opinion, this dataset has two problems: (i) the
quantity is not sufficiently large, and (ii) it impedes the
training phase when separating the whole field to crop or
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weed-only part. To understand these problems, we need to
emphasize that deep learning is a powerful tool that can
successfully solve many issues related to computer vision.
However, one of the significant limitations of this method is
the need for large datasets to obtain excellent performance and
generalization. Small data can exacerbate specific issues, like
overfitting, measurement error, and especially in our case,
sampling bias—the weed-only image up to 65% of the entire
training set. Therefore, we propose a data augmentation
strategy that enriches and removes the bias in this dataset.

TABLE |. NUMBER OF IMAGES AFTER APPLYING DATA AUGMENTATION

Subset Original dataset ~ Augmented dataset
Training 125 3564
Testing 24 24
Total 149 3588

The purpose of this strategy is to combine crop-only and
weed-only image pairs into one. First, morphological
transformations (dilation and erosion) are applied to the crop-
only images to remove noise and join separate parts. Then we
find external contours, followed by drawing a rectangle mask
for each of them. Finally, we use the alpha blending technique
(alpha=1) to overlay the crop over the weed image. Figure 4
illustrates the augmentation strategy, and each class is labeled
as follows {background, crop, weed} = {black, green, red}.

The number of images generated after using data
augmentation is shown in Table I.
Crop Mask Weed
- -
Result

Fig. 4. Example of data augmentation.

C. Modified U-Net Architecture with residual unit

1) U-Net

U-Net is a deep learning model proposed for the image
segmentation task. Its architecture creates a route for
information propagation, thus using low-level details while
retaining high-level information. It has the contraction
(encoder) and expansion (decoder) paths, creating the unique
U-shape. Each encoder layer comprises two convolution
layers with Rectified Linear Units (ReLU) activation
functions followed by max-pooling operation. Stack of that
layers will learn features of increasing complexity levels while
simultaneously performing downsampling. On the other hand,
the decoder up-sample also appends feature maps of the
corresponding encoder to combine global information with
precise localization. The network’s output has the same width
and height as the original image, with a depth indicating each
label's activation. For our segmentation mission, there are
three classes: crop, weed, and soil.
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2) Hybrid with the residual unit

Training neural networks with many deep layers would
improve the model performance. However, that depth usually
causes the vanish gradient problem makes it unable to
propagate useful gradient information throughout the model.
To address the degradation problem, He et al. [25] introducing
a deep residual learning framework. Instead of letting layers
learn the underlying mapping H(x) where x is the input of the
first layer, the network will fit F(x) = H(x)-x which gives
H(x) = F(x) + x. Although both methods could approximate
the desired functions, the ease of training with residual
functions is much better. With all that said, the model we use
in this paper combines the strengths of both U-Net and the
residual unit (ResBlock), and we call it the ResUNet model.

IV. EXPERIMENTAL RESULTS

A. Dataset Result

For quantitative evaluation, we use the F1 score (3) as the
harmonic mean of the recall and precision, which gives an
overall result on the network’s positive labels.

F1=2

Precision .Recall

"Precision + Recall

®)

Where precision measures how accurate the neural network
was at positive observations, and recall measures how
effectively the neural network identified the target.

TABLE II. Performance comparision of 6 models

F1 Score (%)
Resolution
CNN | DeepLabV3 | HSCNN | UNet | SegNet | ResUNet
256 x 256 | 64.29 58.01 66.36 66.16 | 69.11 73.87
512x 512 | 66.76 68.91 77.15 77.78 | 75.23 80.56

1

]

Fig. 5. Result of some examples (row-wise). The first three columns are the input of the model. The fourth and fifth columns are showing ground truth
and the prediction. The last column is the difference between ground truth and prediction mask.
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Table Il shows the results of the proposed method. We
chose to experiment with multiple resolutions because we
wanted to simulate the altitude of the UAV when collecting
data: lower resolutions taken at high altitudes would cover a
wider field, thereby reducing sampling time. However, in
return, it will lose detailed features of crops and weeds,
directly affecting the final result of models.

In Sections Il and I11-C, we have presented the strengths
and limitations of the models. The experimental results in
Table 1l have demonstrated that CNNs are not suitable for
complex tasks like segmentation. In contrast, ResUNet has
shown its superiority when increasing accuracy by 3-4%
compared to the second-best model. However, the numbers
cannot summarize the entire results. We need to have specific
illustrations to analyze this result more closely.

For visual examination, we present some examples of
input data and the difference between ground truth and model
probability (Fig. 5). The 3-channel input image is represented
by the first three columns of spectral types: NIR, RED, and
NDVI. The following two columns are the ground-truth
annotation image and our probability output; each class is
labeled as follows {background, crop, weed} = {black, green,
red}. Finally, the last column gives a detailed look at the
mistakes we encountered. The difference between ground
truth and prediction images is shown in white pixels; the fewer
white pixels an image has, the more accurate it is. It can be
seen that misclassification areas of weed and crop appear with
a low number. That case mainly occurs when dense areas of
these two types overlap. This shows that our model needs
improvement in some parameters, but overall the
classification results are satisfactory. Besides that, there is
significant misclassification in boundary areas occurring in
both crops and weeds. In our opinion, the proposed spatial
resolution and sampling frequency in the data acquisition
process are not suitable. The poor spatial resolution makes the
data not detailed enough to feed the segmentation model. High
sampling frequency causes motion-blur phenomenon, which
appears many times in this dataset. These factors induce the
degradation of image quality, causing poor performance of the
predictive model.

Besides illustrable errors, we are still investigating other
factors that affect classification performance. We suspect it is
due to i) shadow noises appears in most of the input images,
i) the absence of green and blue channels in the dataset.
Shadows can reduce or lose all information in remote sensor
images. That missing information content can render remote
estimation of biophysical parameters inaccurate and prevents
image interpretation [26]. Besides that, some papers using just
RGB images from UAV [27], [28] can get great results, which
led us to consider the underappreciated role of green and blue
images in this dataset. However, since the scope of this paper
can hardly reach such content, we would like this issue to
future work and will be studied carefully.

B. Experiment

After verifying the model with the available datasets, we
conducted experiments to verify the model under real
conditions. In this experiment, the UAV was installed with a
camera capable of capturing spectral images and flying at
different altitudes. This data will then be calibrated before
being fed into the deep learning model. And finally, the results
of the model and analyze the results to make judgments about
system parameters with data and model.

1) System Setting

To collect the data, we used a MaplR Survey3wW
multispectral camera mounted on the DJI Mavic 2 Enterprise,
as shown below.

(b)
Fig. 6. System components: (a) Mavic 2 Enterprise and MapIR Survey3W.
(b) MapIR Survey3w

MapIR Survey3W is a low-cost multispectral camera. Its
12MP sensor and sharp non-fisheye lens (with -1% extreme
low distortion glass lens allow it to capture aerial media
efficiently. It has an 87° HFOV (19mm) /2.8 aperture. In this
experiment, we collect data for 3 wavelength bands, Near-
Infrared 850nm, Red 660nm, and Green 550nm, at different
heights of 3 meters, 5 meters, and 8 meters.

2) Data calibration

As we all know, our sun emits a large spectrum of light
reflected by objects on the Earth's surface. A camera can be
used to capture this reflected light in the wavelengths that the
camera's sensor is sensitive to. We supply sensors based on
silicon sensitivity in the Visible and Near-Infrared spectrum
from about 400-1200nm. Using band-pass filters that only
allow a narrow range of light to reach the sensor, we can
capture the amount of reflectance of objects to that band of
light. So, therefore, the image we obtain is always dependent
on the ambient light conditions. In each different flight, the
resulting image will have various reflection quality and to
solve that problem, we use a calibration board as shown
below.

Fig. 7. Calibrated Reflectance Panel (CRP)

To determine the transfer function, first convert the raw
pixels of the panel image to units of radiance. Then calculate
the average value of radiance for the pixels located inside the
panel area of the image. The transfer function of radiance to
reflectance for the i-th band is:

= P (4)
' oavg(L)

Where F; is the reflectance calibration factor for band i,
p; is the average reflectance of the CRP for the i-th band
(from the calibration data of the panel provided) is the
average value of the radiance for the pixels inside the panel
for band i. After performing the correction, we will proceed
to calculate the NDVI by:

NIR — RED )

NDVI= SR ¥ RED
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Here are a few experimental images:

(a)

Fig. 8. Images of CRP and data samples at different heights: (a) 3 meter,
(b) 5 meter and (c) 8 meter

Fig. 9. Data after calibration at dlfferent heights: (a) 3 meter, (b) 5 meter
and (c) 8 meter

Here are data after calibration:

(@)

3) Result

Experiments were conducted on papaya fields. There are a
small number of immature papaya plants along with two kinds
of weeds: common chickweed (Stellaria media)
and crabgrass (Digitaria) (Fig. 10). We took 110 images at
three different altitudes with a resolution of 4000 x 3000
pixels. The supervised dataset was annotated manually by
science experts. This process took up about 45 minutes/image
on average. After training the ResUNet model, we obtain F1-
score: 0.82, 0.64, 0.61 at altitudes of 3, 5, and 8 meters,
respectively.

Fig. 10. Chickweed (left) and crabgrass (right)

The weed that appears much in this data set is chickweed.
The morphological features of this weed are very similar to
immature papaya. The difference is the size of weed leaves is
smaller, and they grow denser than papaya. We find this is a
challenging dataset with such slight differences and can only
be completed when the image is sufficiently detailed. Our
experiments show that only images taken at 3 meters (among
the three experimental heights, 3, 5, and 8 meters) can detect
plants (Fig. 11). It is entirely reasonable because a ground
resolution of 0.2 mm/px (3 meters height and a resolution of
4000 x 3000 pixels) makes the images highly detailed and
eligible to distinguish immature papaya plants from
chickweed.

Ground truth Prediction Difference
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Fig. 11. The difference between ground truth and the model’s prediction at
different heights: 3, 5, and 8 meters (row-wise).

Though, that does not mean all data at an altitude of 5 or 8
meters is ineffective in practice. As we mentioned earlier, this
dataset was challenging, and the crops were out of season at
the time of data collection. That leads to many areas of dense
weeds and overlapping between those areas and plants.
Therefore, the images at 5 or 8 meters are not eligible for the
segmentation task in this particular circumstance. However, in
many practical cases, plant and weed classification is often
implemented early to prevent the spread of weeds (early site-
specific weed management (ESSWM)). In that cases, early-
stage weeds sparsely grow, and overlapping objects appear
with lower frequency. That makes the segmentation task more
straightforward and suitable for high-altitude images as they
can cover large fields, improving classification productivity
while maintaining accuracy.

V. CONCLUSIONS

UAVs used in weed segmentation applications must
distinguish crops from weeds to make interventions at the
right time. This paper uses multispectral imagery to focus on
papaya (our dataset) and sugar beet crops (public dataset). We
trained six different models and evaluated them by using F1-
score as a metric. Then, an assessment was performed by
visually comparing ground truth with probability outputs. The
proposed approach achieved an acceptable performance of
0.82 and 0.81 F1-score for papaya and sugar beet fields,
respectively.

Our experiment has solved the practical problem of using
UAV images for weed segmentation by deep learning. We
have proposed a good workflow, and the UAV parameters
were calculated and adjusted thoughtfully. From that, we
produced acceptable results even on difficult classification
conditions. Our UAV system at three different heights
achieves remarkable results in weed detection and can fix the
misclassification in boundary areas (section 1V-A). More
specifically, when plants and weeds have similar
morphological/color features and high weeds density, the
dataset should be captured at 3 meters height to preserve the
details. In cases like ESSWM, 5 or 8 meters may be
appropriate to optimize crop area management while ensuring
classification quality.

We will further study the factors affecting the final
classification results and make a clearer statement about the
high-altitude UAV systems in different crop growth stages. To
address this, we required more training data on large-scale,
multiple weed varieties over longer periods of time to develop
a weed detector with more efficient strategies. We are
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planning to build an extensive dataset to support future work
in the agriculture robotics domain.
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Abstract: Studies on improvement of the end-effector of robot arms have been widely implemented. End-effectors made by hard
robot technology from rigid materials face with several problems when utilising to grasp and hold complete-shaped or fragile objects.
Recently, soft robot technology which dealing with constructing robots from highly compliant materials has been developed to
improve the performance of the gripper. In this paper, we present the design and implementation of a soft pneumatic gripper for
using in robot arm. The gripper consists of four pneumatic soft finger-liked actuators, which can fold in a designated direction by
inflation of air from an external compressor. The soft actuator is composed of silicone (Ecoflex 00-30) with a chamber-based
structure, which is fabricated using a 3D printed mold. By using finite element analysis (FEA) to adjusting the length and wall
thickness in the air chamber, the proposed actuator can act like a finger instead of fully curled like an octopus' tentacle. We conduct
a series of experiments to evaluate the performance of the pneumatic actuator as well as the constructed gripper. Specifically, the
relation between bending angle and pressure are analysed from the results of the experiments and compared with simulation results
to understand the entire operation mechanism of the gripper. Besides, we demonstrate the grasping of objects with diverse shapes
and materials, from hard to fragile objects as glass cups, eggs, round fruits, and objects with many surfaces. The obtained results
show that the prototype of proposed pneumatic gripper can grasp and hold of objects less than 80mm in diameter and 200g in weight,
indicating the feasibility of using the gripper as an end-effector for robot arm in pick-and-place operations.

Keywords: Soft robot, Slow pneumatic net, Soft gripper, Grasping

used to control soft robots, such as the soft planar grip
I. INTRODUCTION controller [1], the soft gripper for biological sampling on deep
In production lines that work with fruit, glassware,  reefs[2], and the soft gripper to identify the object[3].
ceramics, these products always need attention because of ~ According to [4], the main disadvantage of the pleated design
their soft characteristics, many shapes and sizes, and they are is the complicated fabrication process because it has to go
easily broken if the grip force is greater than the limit of the ~ through many steps with precise manipulation. Recently the
object. There have been many models used to classify & pack ~ popularity of 3D printing technology makes mold making
these products, but most of them still have human supervision ~ €asier and several clamp designs have been proposed.
to ensure safety. But the limitation encountered is that the ~ MacCurdy[5]. presented a printable hydraulic two-finger
operating speed of the production line will be constrained to  clamp. Yap [6] presented a set of heavy duty flexible clamps
match the ability of human supervision. To reduce operating  fabricated using a common 3D printer and FDM (Fused
costs and improve working speed, automated product sorting ~ Deposition Modeling) technology. This clamp holds promise
systems are in high demand in these jobs. for handling heavy loads and it can lift loads up to 5 kg with a
. . . . maximum weight-to-weight ratio of 1805%. However, the
Typical products mentioned include fruit, glass cups,  aythors concluded that this gripper is not suitable for
ceramic cups. The common characteristics of these products  appjications requiring low pressure and thin force due to
are that they are easily damaged when the grasp force exceeds  NjinjaFlex's relatively stiff material properties.
the tolerance, the surface is curved, slippery, difficult to hold.
With fruit, the shape and mass of each fruit is not uniform. For The proposed model is an automatic robot whose job is to
the glass cup, the ceramic cup thickness is different, and the ~ move to the work area, use the camera to take pictures and
structure is easy to break when grasping to tight, dropped.  classify objects into the corresponding trays. To solve that
Rigid grippers and vacuum cups have been widely used inthe ~ problem, Figure. 1 shows the components included in the
food industry, but rigid grippers can damage food ingredients ~ model: movable robot body, robotic arm with soft gripper,
and vacuum cups need flat or spherical surfaces to allow  camera, working area for robot, objects with various shapes
suction. The new grip mechanism that provides a gentle grip and surfaces. In this model, the goal to be achieved is the robot
has the potential to take this task. through the camera to observe and predict the object's shape,
. . . color, and dimensions such as length and width. The robot
In recent years, pneumatic soft robotic grippers have  then relies on this information to decide about estimating the
attrqct_e_d great attention from researc_hers beca_use _of their grip force provided to the soft gripper to successfully pick up
flexibility and adaptability. There are ribbed, cylindrical, and  {he object, placing the object in the appropriate position in the
pleated designs. Before that, these ideas have been widely  ray Because of the promising possibilities of flexibility in
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gripping, we expect to be able to apply the soft gripper in two
typical cases: objects of the same type with different sizes;
objects of roughly the same size but different materials and
surfaces. This article will present the process of manufacturing
a soft gripper and test its operability with the two cases
mentioned above.

Robot & 4-DoF arm

Soft gripper

Robot Vision

Object

Fig. 1. Conceptual model of a robotic system using a soft gripper
in pick-and-place operations to classify and sort objects

Fig. 2. Soft actuator simulation results. (a) and (b) shows the deformation
of an air chamber before (a) and after (b) injection of air in the
chamber. (c) and (d) show the deformation of a 7-chamber soft

actuators. (c) cross-section view, (d) front view.

A. Design & Simulation

The concept and design process are referenced from
structural models of slow pneumatic net actuator (SPn)
structure for simulation to predict displacement, bending
angle, number of air cavities, upper and inner thickness
between air chambers. In Fig. 2(a), is a cross-section of an air
chamber of the soft actuator in the initial state, not supplied
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with air. Lo and L, are equal (if the effect of gravity is ignored)
are the length of the air chamber of the in-extensible layer and
the extensible layer, respectively. When supplied with air as
shown in Fig. 2b, L1 will expand and reach a length of L;*
while Lo will slight change or remains due to the bottom layer
and material constricting. When the air chamber expands, it
will create two concentric circles, the angle of the arc called a
is the opening angle of the air chamber. Based on simulation
and measuring the opening angle of single air chamber a is 15
degrees with the set pressure of 20 KPa, the top wall thickness
is 1 mm, then design is a soft actuator with 7 air chambers.
This number of air chambers is suitable for picking objects
with a pick with 4 soft actuators arranged in a plus shape
because the folding angle only needs to be less than or equal
to 90 degrees. The simulation results are shown in Fig. 2b, c.
The design and length, width and height are shown in Fig. 3
and Table I.

‘ Extensible layer - EcoFlex
’\

i

Inextensible layer - Fabric

Inside wall Air chamber Air path

L1L2

Fig. 3. Design of the proposed pneumatic actuator. (a) Structor of the
actuator, (b) Cross section view showing the dimensions

The design of each actuator mechanism is based on the
idea of the sPn (Slow Pneumatic-net) model [7]. A complete
soft gripper consists of 4 actuator with the same shape,
structure and size. With each actuator of the soft gripper, it
will be base on human finger, includes 7 air chambers. The
sPn design for air chambers fabricated with elastomeric
materials. The air chambers are embedded in elastomeric
structures that can be inflated with low pressures—Iess than
50 KPa. These chambers are interconnected and with a single
supply of air path, they inflate like balloons and fold in the
designed direction. Fig. 3 illustrates a schematic of a sPn, each
consisting of an extensible top layer and an inextensible layer
reinforced with non-stretch fabric. The extensible layer of the
sPn actuator is interconnected.

To connect each actuator together, a rigid connector and a
grip base have been designed and fabricated. The connector
consists of two parts: the top half and the bottom half. The grip
base has a 4-port with plus shape.
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The assembly steps are showed in Fig. 4(a). First, the soft
gripper (1) is inserted into the lower half of the connector (3).
Then, the top half of the connector (2) is inserted (3) and held
in place by screws. These three parts are combined into a Soft
actuator and will be installed in the Grip base (4). The angle
of Soft actuator with Grip base can be from O to 80 degrees
and can be controlled at point C. Our Soft Gripper consists of
4 Soft actuators arranged in a plus sign. Fig. 4(b) presence the
complete gripper after being assembling.

. 1: Spn actuator
. 2: Top half of connector

3: Bottom half of connector
4: Gripper base

I
| Spn actuator |

b

Fig. 4. Design of the soft gripper. (a) Steps to form the soft gripper using
the pneumatic actuator and support parts, (b) The soft gripper after
being assembled

B. Fabrication & Assemble

=

Fig. 5. 3D printed parts and fabricated pneumatic gripper. (a) gripper base,
(b) soft actuator, (c) top aand bottom parts of the connector and (d)
the assembled grippers.

Mold for 3 parts of the gripper has been fabricated by Cube
Corexy 3D printer with the size of 400mmx400mmx300mm.
With this proposed design, there is no need to add supporting
details so there is no need for post-print processing. The
printing material is undoped PLA plastic with a melting point
of 190 degrees. We do not use doped resins because it is not
possible to determine whether the added materials affect the
solidification of the EcoFlex. The 3D printed parts are shown
in Fig. 5(a-c).
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TABLE I. DESIGN PARAMETERS OF A SOFT GRIPPER
Symbol Value (mm) Meaning

H 8 Soft actuator height
H, 1 Inextensible layer thickness
H, 3 Air path height
Hs 3 Air chamber height
H, 1 Top wall thickness
L 62 Soft actuator length
Ly 2 Air chamber length
L, 4 Inside wall length
L3 6 Soft actuator tip length
W 17 Soft actuator tip width

After having the mold, based on the evaluations [8], [9] ,
we made it with EcoFlex 00-30 material in a 1:1 ratio. After
waiting for 4 hours to cure all parts, the actuator is carefully
removed from the mold. After that it is carefully remove
excess material, especially in the contact areas of the sections
to ensure that air does not leak out. Finally, the extensible
layer attached with the inextensible layer (covered with eco-
flex) to ensure that compressed air cannot escape and increase
friction when picking up objects. Fig. 5(d) show a prototype
of the gripper with design parameters are shown in Table I.

I11. EXPERIMENT METHOD

In experiments, the equipment used included an air pump
with a maximum pressure of 80 KPa, electronic valve, throttle
valve to adjust the air flow rate to the soft gripper, a sensor
convert compressed air pressure to analog signal, and
multimeter to display the value from the pressure sensor. The
experiment carried out included testing the properties of
bending angle, holding weight of the gripper under different
air pressures on several specimens.

A. No-load test - one actuator

In the experiments, the applied pressure increases from 0
KPa until the pressure caused the actuator to deform less or
folding angle reaches 90 degrees. The tip displacement of the
soft actuator is shown in Fig. 6(a) by taking an image and
processing it on the ImageJ tool based on Java platform.

B. Load test — Gripper test

The load test is carried out by picking up objects of
different mass and diameter. Air will be applied to the gripper
to hold the object without falling out, then reduce the pressure
until the object slides down. The moment the object slides
down determines the minimum pressure required for each
object. The test materials include: glass, porcelain, aluminum.

4 soft actuators with top wall thickness of 1mm were used for
this experiment.

IV. RESULTS AND DISCUSSIONS

A. No-load test - one actuator

Fig. 6(a) presents the images of the soft actuator bending
under the application of pressures in experiment simulation.
Figs. 6(b-d) show the correlation between simulation and
actual tip displacement. We have simulated and surveyed
based on 3 sizes of top wall thickness of 0.5mm, 1mm, 1.5mm
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respectively. It can be seen that although the bending strain is
equivalent, the response of the air chambers in reality is little
bit different due to the imperfection of the manufacturing
process. In addition, the pressure shown in these graphs is also
the maximum pressure we evaluate with each top wall
thickness to be able to operate without damage.

(@)
A"‘". Expc:r #1 o Simul #1 o mExper#3 - Simul #3 <-® Exper va - Simul #2
£ = £ P £ i
g Hy=0.5mm / § H i E »
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Fig. 6. Displacement of the tip of actuator at different applied pressures.
(a) simulation result, (b, ¢, d) comparasion between simulations and
experiments for the case of top wall thickness of 0.5mm, 1mm and

5 mm, respectively.

B. Results of load test

By picking up objects of increasing diameter and weight,
we tested the load capacity of the gripper. Objects with
diameters of 56mm, 64mm, 65mm and 72mm were used and
gradually increase the mass until the pressure applied to the
gripper reaches the limit and cannot be lifted. This test shows
that the gripper described here can maintain grasp on
platforms up to 72mm in diameter and under loads up to 120g.
In the future the grip mass can be improved by designs with
higher pressure limits or inextensible layers in place of other
materials with better friction.

In Fig. 7 summarizes the results and shows the correlation
between the mass and the minimum pressure required for each
material. Tested materials include 304 stainless iron with a
diameter of 72mm, porcelain with a diameter of 64mm, and
aluminum with a diameter of 56mm and 65mm.

Fig. 8 shows the results of picking and holding of objects
different in shapes and materials. Fig.8 (a-e¢) show the
successful case while Fig. 8(f) is a failure due to the diameter
of the object is over the working range of the gripper.
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Fig. 7. The correlation between the mass and the minimum pressure
required for each material

Fig. 8. Grasping test: a Creamic cup, b Stop button, ¢ Aluminum can,
d Syringe 60cc, e PCB 70x50mm, f tape (fail)

From the diagram it can be seen that between objects of
different materials, the diameter of the grasp force is different.
The surface of the objects with the gripper has different
friction, so even with the same diameter of the same size (here,
porcelain and aluminum), the grasp force to hold the object is
different. This shows that the material that makes up the object
will affect the minimum grabbing force required to keep the
object from falling. Besides, with the same material but with
different diameter, the object with the smaller diameter will
need more force. This is explained by the fact that the griper
will have to bend more for small diameter objects and vice
versa for large diameter objects. Following that, increasing the
pressure to fold more means that the contact area will be
reduced.

V. CONCLUSIONS

This work has developed a soft gripper assembled
constructed from four pneumatic soft finger-liked actuators,
for grasping and holding of objects and surfaces which are
difficult handle by solid grasp. Simulations was carried out to
optimized the design. A prototype of the designed gripper was
fabricated for experimental evaluation. The response of the
pneumatic actuator, the reliability and durability of the gripper
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are under investigation. The initial results show that the
proposed soft gripper can be used in robot end-effector for
pick-and-place operations.
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Abstract: The paper proposes the conceptual design of a gripper be used with a harvesting machine. After reviewing some of the
challenges posed by the robotic harvesting of tree fruit, the design objectives for the system are specified. The mechanical design and
kinematic assessment of the system were also reviewed. The proposed gripper was able to perform an adaptive gripping that adapts
to variable fruit geometries. Then an experimental gripper was built and tested in the lab. Finally, the experimental results and
simulation calculations are processed, discussed, and analyzed to evaluate the reasonableness of the product
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l. INTRODUCTION

In agriculture, the process of harvesting products is the
most time-consuming and labor-intensive process. Previous
studies have shown that fruit harvesting time accounts for 40-
80% of total working time and 30-60% of total agricultural
production costs [1-3] For example, in Washington State,
apple harvesting is, and pears require up to 30,000 workers
with an estimated cost of $1100 to $2100 per year [4], [5].
Many researchers have proposed an automatic machine
system to harvest large quantities of fresh fruit to reduce
harvesting costs and reduce dependence on labor.

Automated machines are another way researchers have
attempted to harvest fruits. The automatic fruit machines used
in agricultural production have been researched and
developed for nearly two decades [6-11]. However, the
commercially successful use of machine system for the
individual harvesting of specialty crops meet many obstacles.
Some of the crucial factors limiting the efficiency of robotic
specialty crop harvesting technologies include variable
outdoor conditions, complex plant structures, variations in
product shape and size, the delicacy of the products, and
smaller economies of scale [12-14]. Due to rising labor costs
and the increasing difficulty of employability in agricultural
production sectors, the absence of mechanical harvesting is an
important issue receiving much attention around the world.
New mechanical harvesting technologies are required to
support for the long-term sustainability of the world tree fruit
industry, an economic sector that provided $24 Billion (USD)
of production output in 2011 [15].

The gripper is the most critical part of the harvester when
handling agricultural products because it is the part of the
system that comes into direct contact with the produce. Since
fruits are often irregular in shape and have poor mechanical
properties, grippers must be adequately designed to pick them
up. Besides increasing labor productivity, the most important
thing of the gripper is not to damage the fruit when harvesting.
A gripper can damage the fruit when excessive force is applied
or improper picking technique is used.[16-18]
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Many different design techniques have been explored for
gripper designs. For example, Bulanon and Kataoka [19]
designed a clamping machine that removes the fruit by lifting
and rotating to cut the stalk from the branch. Although this
method minimizes damage to the fruit, the system has a
limited workspace when it has to approach the apple
horizontally. Baeten et al. [20] developed a new gripper
consisting of a flexible silicone funnel and vacuum suction.
The average harvest time was about nine seconds in the
experiments, but trunk pulling occurred on about 30% of
harvested apple trees. It is also essential to pick apples
logically so that nearby apples are not picked on the same
branch. Zhao et al. [21] propose a circuit breaker using
multiple sensors that show very impressive success rates in
practical tests. To minimize the chance of stems being pulled,
harvesting systems often require more complex control
requirements, resulting in higher costs. Choi and Koc [22]
present a set of clamps with interchangeable rubber pockets
on the clamping surface. An example is a gripper by Davis et
al. [23] to perform cucumber slicing with a stream of high-
pressure air. The clamp design can be implemented very
simply and with the nature of non-contact between the tool
and the fruit.

This paper presents the development of a gripper that can
grasp common fruits commonly grown in Vietnam. This
gripper has a suitable mode of operation for carefully gripping
and loosening horticultural products. The focus of this paper
is on the conceptual design for an under-activated, fruits
picking end-effector. The first section of the report reviews
some of the unique challenges posed by robotic fruits
harvesting and presents the design goals for this system. Then,
after describing the mechanical design of the robotic
manipulator, the end-effector's conceptual design and
kinematic analysis are presented. The sequence of movements
that the overall system will use for order picking is also
proposed. Finally, the framework to complete the system's
analysis, design, optimization, and testing is outlined.
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Typically, the harvesting of fruit products is an automatic
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machine, as shown in Figure 1. The most critical part affecting
the machine's efficiency is the clamp, as it is the part that
comes into direct contact with the fruit picking. Therefore, to
make an effective gripper for automatic harvesters,
mmechanical properties of fruits need to be examined and
analyzed

Gripper

Figure 1. Automated harvesting machine [24]

This article deals with popular agricultural products in
Vietnam such as apples, tomatoes, pears, and plums. Since
1961, the Organization for Economic Co-operation and
Development (OECD) has issued reports on commercialized
fruit products in the world along with their common sizes [25].
The relevant information is summarized in Table 1.

TABLE 1. SIZE OF SOME COMMON FRUITS IN AGRICULTURE [25]

Product Min size (mm) Max size (mm)
Oranges 50 120
Apples 45 110
Apricots 25 65
Clementine 30 60
Tomatoes 35 100
Lemons 40 90
Peaches 55 100
Oranges 50 120

Table 1 shows that the average size of most harvested
fruits is usually between 40 and 100 mm. Weight varies by
type, but it is generally between 50 and 500 g. The shape of
these products is almost spherical, with some exceptions such
as carrots or tomatoes. The mechanical properties of common
fruits such as apples, cucumbers, peach, and tomatoes have
been summarized in several research projects [26] [27] [28].
The data are described in Table 2. In general, tomatoes have
the worst mechanical properties among fruits, so it is often
used as a reference fruit for the design of the gripper..

TABLE 2. SIZES OF FRUITS AS FROM STANDARDS IN [26], [27], [28]

Product Young’s Young’s Poisson’s
Modulus Modulus Ratio [-]
[MPa] deviation
[MPa]
Pear 5.80 0.50 0.25
Tomato — 4.07 - 0.55
Unripe
Apple 12.89 243 0.32

The basic functional requirements of a fruit harvester are
to reach the fruit, then separate the fruit produced from the
tree. In addition to being efficient, productive, and
economically viable, it is important that the system does not
damage the picked fruit, damage adjacent fruit, and damage
the tree branches. For example, grippers can damage fruit by
applying too much force during picking or using improper
picking techniques.

Typically a gripper consists of two or more rigid fingers
and a mechanism for moving them to grasp an object, as
shown in Figure 2. A gripper typically has a construction of
one to three degrees of freedom. Controlling the force of the
clamp is essential to avoid damage to the product. The low
flexibility of a gripper is its main drawback as rigid fingers
cannot wrap around an object or adapt to it however has the
advantage of being easier to control

Figure 2. Gripper grasping fruit

I11. GRIPPER DESIGN

The proposed solution is a four-finger gripper based on the
handwheel slider mechanism, as shown in Figure 3. Fingers
connected to the body rotate through sliders. The four-finger
sliders are attached to the same frame, and their movement is
controlled by an actuator consisting of a rotating disc and a
lead screw. Even if soft fingers can be used, an alternative of
using hard fingers such as the mechanism suggested above
may be preferred as it is relatively easy to analyze, fabricate
and test to grasp the product right way

Product Young’s Young’s Poisson’s
Modulus Modulus Ratio [-]
[MPa] deviation
[MPa]
Tomato — Ripe 2.32 0.74
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Figure 3. Kinematic scheme of the proposed gripper solution
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The grasping index (G.l1.) in [30] is used as the design
criterion of the clamp, the Gl index is used to evaluate the
performance of the clamping mechanism. The Gl is defined
by
F sin{
= )

In which P is the force exerted by the actuator, F is the
grasping force and ( represents the configuration angle of the
mechanism when grasping. The G.I. performance index can
be further simplified by assuming =0 [31]

G.1.=

X

H

Figure 4. Kinematic diagram with design parameters

The following equations can be used regarding the gripper
design parameters shown in Figure 4 to describe the
kinematics of the gripper as

l,siny =1;sing

(2)
3)
Where 11 and 12 are respectively the length of the first and

second links of the mechanism, respectively and the position
of the slider xg describes the configuration of the mechanism.

2 2 2
xXpe+l1°-1;
coS e —

¢ 2xply

In addition, the effectiveness of a gripper can be assessed
by a static gripper balancing mechanism. Referring to Figure
3c, the static equilibrium equation for moments around point
B and for forces in the X direction can be written as

Fp = Ryl =0
R12x - P = 0

C))
®)

In which forces Rizx and R are components of reaction Ri,
on link AA,, respectively. The reactions Riox and Ry can be
calculated using the formula.

Ri2t = Rizcos(¢p +y — g) (6)
Ry = Rypcos ¢ (7)

And then
Fhcos ¢ (8)

T Lcos@pp

Then, using Eqg.. (2) and (8) into Eq. (1), the Grasping
Index for the proposed gripper can be expressed as

G.1.=2tgpcos(p+p—2) )

As shown in Eq. (9), The G.I index of the gripper depends on
the ratio of the lengths of the links and the height of the
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mechanism. The GI increases as link’s length increases and
height decreases. However, according to design standards, the
minimum height of the gripper must be greater than half of the
maximum diameter of the gripper. Another direct dependency
of G.1. ison l1. According to formula (9), the GI index directly
depends on the 11 size. Therefore, the structure can be
optimally designed in two different ways [14], namely:

®,

% Maximizing the Mean Grasping Index, that can be
expressed as

max G.l.peqn sSubject to l; in <1l <limax fori=12

¢ Minimizing Grasping Index deviation, by using as
problem formulation

G.Lmax— G.Lomin

min subject to l; pmin <l < ljmax fori

G. 1 ean
=12

Each gripper’s geometry is limited between the minimum
and maximum dimensions for the respective fruits, as shown
in Table 5. Too small a gripper will cause fabrication and
assembly to become problematic. Oversized gripper will
cause waste of materials. To obtain the optimal value of the
design parameters of the gripper, their dimensions were
customized and G.l. evaluated for each possible combination
of alternatives. Then, for each alternative, the mean G.I. and
G.l. deviation is evaluated for all configurations. Using
analytical calculation on Solidwork software, some
optimization results are shown in Table 6.

Although the first option has a higher GI value, it has a
higher error than the second option. The chosen design option
is a mechanism with I; equal to 42.00 mm and |, equal to 45,
00 mm. The working stroke of the slider for this design variant
is 15.00 mm, with xg ranging from 31.00 to 46.00 mm. The
distance from the top of the finger to the axis of symmetry, as
shown in Figure 4, is equal to the mean radius of the fruit to
be picked and can be expressed as

Ty =7+ hsinG — ) (10)

TABLE 5. DESIGN PARAMETERS SIZE

Parameter Min (mm) Max( mm)
Iy 25 50
l2 15 50
r 30 42

TABLE 6. RESULTS OF GRIPPER OPTIMAZATION

I (mm) I (mm) Glmean Deviation
25.00 30.00 0.306214 0.14553
40.00 45.00 0.286543 0.030112

Using Solidworks software to analyze and calculate the
clamp with the designed structure, ry ranges from 7 mm to 60
mm. As a result, the clamp can grip any product in the
diameter size range from 14 to 120 mm. The force P is
calculated from the equation. 8 using force F, based on the
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geometry and configuration of the clamping mechanism. Once
the gripper configuration has been determined from its
kinematic equation, the force F can be calculated using the
principles of mechanical balance. The following hypotheses
relate to the fact that both the finger and the product are
considered absolutes. The coefficient of friction between the
grabbing finger and the fruit p is 0.5. Each finger is loaded in
the same direction (as axial symmetry) as the load Q. Hence,
from Figure 4, the balance of forces on the Z-axis can be
written as

3uF sinyp — 3Fcosyp—Q =0 an

Q
- 3(usinyp—cosp) (12)

By replacing Eq. 14 with Eq. 4, the maximum impact force
Pmax can be easily calculated. Typically, the weight of fruits
harvested in Vietnam is from 0.5 to 2N [9]. Assuming a
product weight of 6.0 N with a design factor of safety of 2.5.
A commercially available standard screw-nut shaft was
selected for the design [15] and subsequently fabricated a
prototype. Spindle and nut have trapezoidal thread, according
to DIN103. Torque required to rotate the lead screw is given
by [16] as

Pdpy l+nusdm)
2 Tdm+usl

T = (13)

Where | is the length of the screw, dn its diameter, and ps
the coefficient of friction for the contact between the screw
and the nut. The static and dynamic friction coefficients
between the lead screw and the nut are 0.33 and 0.15,
respectively [15]. Therefore, the torque required to generate
rotation is calculated as T = 0.3 Nm.

IV. RESULT AND DISCUSSION

A prototype has been fabricated by using metal cutting to
verify the feasibility of the construction. The designed
gripper was created with Solidwork software, as shown in
Figure 4. The material that was used in Steel. The prototype
is shown in Figure 5.

GE

Figure 4. CAD design of the gripper
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Figure 6. Test configuration for static grasping force

Several tests have been carried out in the laboratory, with
handles holding two of the most common fruits in Vietham,
tomatoes, and lemons, as shown in Figure 6. For each fruit,
grip and hand movements were tested. Picking was repeated
many times. The grasping tests were performed the same as
the actual picking motion in the harvest, as it was observed in
the simulation tests that for the maximum test velocity (2 m/s),
the grip force F = 3.2N and contact time t = 4s as shown in
Figure 7. The results show that the clamping machine does not
damage the picked fruit

Figure 7. Simulation test

Then, similar to the manual picking sequence, the
manipulator rotates the fruit 90° degrees and exerts a
downward force to remove the fruit from the tree. If the
product is correctly recognized by the vision system, the
gripping is usually successful. Moreover, it is challenging to
design a universal clamp that works effectively for a variety
of fruits. In this study, lemon and tomato are the preferred
products for the design of the gripper. The results of planned
experimental tests to determine the dynamic forces that occur
during manual fruit harvesting will be used to develop a
control scheme that ensures that applied forces will not
damage the harvested fruit. After completing fabrication, the
gripper will be optimized in preparation for full-scale
laboratory and field tests with the complete system.

V. CONCLUSION

In this paper, a prototype gripper used in fruit harvesting
machines has been designed and manufactured based on the
requirements and characteristics of agricultural products. The
kinematic calculations and optimal design for the clamp have
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been processed in detail on the basis of mathematics with the
help of Solidworks design software. The clamps proposed in
the study can pick up popular fruit products in Vietnam
without damaging them, contributing to increased
productivity and economic efficiency.
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Abstract: Intravenous administration of drugs and fluids is a widespread technique in modern medical treatments. Administering
medicines or fluids directly into a patient’s bloodstream results in predictable and quick absorption of the drug or fluid supplied,
which may be critical in the treatment of some acute illnesses that need fast action by pharmaceuticals or fluids. Syringe pumps are
extremely important for delivering a precise amount of a chemical at certain times. Advances in wireless technology and the Internet
of things (10T) make it possible to utilize medical equipment wirelessly over great distances for remote monitoring. In this study, a
framework for a low-cost medical syringe pump with variable and low delivery rates based on the accessible 10T technology for the
administration of tiny amounts is proposed to improve health care field.

Keywords: automatic syringe injection pump, continuous and low dose drug treatment, monitoring system, wireless device

l. INTRODUCTION

In traditional treatments, medicine injection is a popular
way of administering a drug in order to get the desired effects
fast and directly. Subcutaneous injection is one of the several
medication injection procedures. It is injected into the fatty
layer of subcutaneous tissue right beneath the skin. Because
there are few blood arteries in subcutaneous tissue, the
injected medicine diffuses very slowly and at a sustained
absorption rate. As a result, it is extremely successful in
administering vaccinations, growth hormones, and insulin,
which need continuous delivery at a low dosage rate.
Subcutaneous tissue injections are preferable for various pain
drugs, such as morphine and hydromorphone, as well as
allergy treatments. These medications are given as a one-time
injection using a syringe or long-term injection through a
pump placed on the skin’s surface. However, the discomfort
and agony associated with frequent medication injections may
cause patients to miss or, in the worst-case scenario,
discontinue clinical treatment [1]. This may be especially
significant for individuals who have a chronic condition that
requires life-long maintained care, such as diabetic patients
who require insulin delivery. In order to avoid the negative
consequences of repeated subcutaneous injections, a syringe
pump is highly recommended when high accuracy and low
flow are required, such as in pediatric situations or intensive
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treatments involving the application of tiny quantities of high
concentration drugs over lengthy periods. For example, an
automated epinephrine infusion is used to treat severe allergic
responses quickly [2]. Insulin is supplied at a low dosage rate
by syringe and insulin pump to distribute the substance over a
long period [3]-[6]. The slow injection pace is analogous to
how insulin is progressively released from the pancreas.
Moreover, the syringe pump is genuinely utilized for in-vivo
diagnosis, treatment, and research [7]-[10] which is adopted
worldwide for both medical and scientific purposes. The
precision of performance or the effectiveness of flow-rate
control is critical for the utilization of droplet microfluidic
systems [11]-[13]. Variations in manual liquid medicine
administration systems may arise when being operated by a
nurse or hospital staff. Hence, there have been researches on
the development of syringe pumps with numerous variants
[14]-[16] as well as commercial devices on the market.
However, most commercial devices are currently expensive,
and it is not permissible to meddle with the program to add
functionality for research purposes. As a result, investigations
on syringe pumps with upgrading features are favored.

Furthermore, with the expansion of communication
technology, particularly the Internet of things (10T), there is a
possibility for syringe pumps to be connected with 10T [17],
[18]. The Internet of Things (10T) is the interconnection of
physical items incorporated with electrical equipment,
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software, sensors, actuators, and network connections that
allow data to be collected and sent across systems[7], [19].
Thus, a smart syringe pump may be created by adding smart
communication and cloud servers to monitor for analysis and
convenient remote observation. This approach reduces
dangers while also saving time by developing software that
collects, communicates, and analyzes data streams. In this
paper, a Low-delivery-rate Syringe Infusion Pump using
accessible 10T technology is suggested. This gadget will also
have remote monitoring to guarantee that it operates smoothly
at the patient’s bedside. The method is simple, risk-free, and
saves time for doctors, patients, and nurses.

'@

Monltorlng Camera

”,/‘\ 0

=<2

S 60
= —l
of

Controller

Graphical
User Interface

Movement System

Fig. 1. The proposed system for towards Remote Monitoring of
Biomedical Applications using Accessible 10T Technology

Il. SYRINGE PuMP SYSTEM DESIGN

The general architectural elements required for remote
monitoring 10T systems of biomedical applications consist of
three main parts, including device part, Internet-connected
smart gateway, and cloud support. In this study, we employed
a three-channel low-delivery-rate syringe infusion pump for
the device part to investigate how proposed 10T approaches
could be undertaken for remote monitoring by the users.
Construction and design of 10T syringe pump devices were
accomplished in three stages. The first stage is about the
mechanical design of the machine. Figure 2 demonstrates the
concept of the mechanical component and planned machine
construction. A picture of the open-up perspective of the
syringe pump mechanism is shown for more clarity.

Camera Pi
Movement
system Camera

Holder

5-inch HDMI
Touch
A\ Screen

Emergency Butt

Step Motor & Driver .

Pover
Supply.

3 Arduino Uno

/

Fig. 2. The design of a low-delivery-rate syringe infusion pump

This study provides and implements experimental flow
controls, safety measurements, and wireless control of the
proposed system via the Internet. The suggested gadget
eliminates the hazards, and the consuming time is reduced in
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operation by remotely regulating and monitoring. The
monitoring video is broadcast to mobile phone applications in
a loop, allowing people to see the functioning operation
process. In the event of an error occurs, an emergency button
on the right side of the syringe pump allows the system to be
stopped promptly and without causing any harm.

An Android phone, a touch screen, a communication unit,
a controller system, and a mechanic assembly handle syringes
from the multi-channel syringe pump system. Fig. 3 illustrates
how all components interact by displaying a block schematic
of the proposed design for operating the syringe pump. The
Control block is represented by the biggest block system,
which is made up of three Raspberry Pi 3 Model B+, three
Arduino Uno, three TB6560 motor drivers, and three
NANOTEC ST4018L1804 KGRO1 step motors that are
controlled via smartphone or touch screen display by
determining the step motor control parameters based on user
inputs. The Power Supply block, which consists of a 24 V
power supply that powers the entire system and is connected
to a buck that switches from 24 V to 5 V to power the
Raspberry Pi individually. The Raspberry Pi is attached to the
camera block, which is used to monitor the system. The black
wires are signal lines that link how the various blocks function
together. By employing the assessable IoT technology, the
proposed platform allows users to directly communicate with
the devices and provide an interface to collect and display data
gathered from loT devices.

Screen

Arduino
Mega 1

Arduino

Camera Mega 2

Rasberry Pi

Arduino
Mega 3

Power
Supply

Fig. 3. The proposed device’s block diagram

A. Experimental system setup

Based on the platform of assessable 10T technologies that
have been integrated with our proposed syringe pump device,
a prototype of the 10T syringe pump device was designed and
manufactured to provide a low-cost 10T approach towards
remotely monitoring biomedical devices’ operation. The
materials used in the mechanical assembly of the syringe
pump are depicted in Fig. 4. Only a few blocks of the
machine’s actuator, engine, and control system were visible
from the exterior. Aluminum blocks were used to hold the
syringe and the plunger, which was pushed by the actuator. A
polished and anodized aluminum plate was used as the base
for the whole system to provide sufficient stability to the
sliding mechanism. A mild steel guide was used to make a
screw for the planned lead-screw mechanism. The guide
diameter was 6 mm, and the screw pitch was 2 mm. The brass

RESULTS AND DISCUSSION
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nut in the moving mechanism is made of copper alloyed with
zinc metal, which is easily molded, stamped, and deep drawn
and has high strength, forming, and drawing characteristics.
The display interface makes use of a 7-inch capacitive
touchscreen Raspberry Pi display. Because of its durability,
low cost, and great aesthetics, the system used black double-
layer mica material. For monitoring reasons, a camera module
(Raspberry V2 IMX219 8 MP) was mounted to the camera
holder on the left side of the suggested gadget. On the right
side, there was an emergency stop button to instantly halt the
equipment when the workflow demanded it and an electric
line to deliver power to the proposed gadget.

\ Camera
Rasberry
8Mp

Syringe
flange holder

Syringe tube
block

Fig. 4. Experimental setup of the proposed syringe pump system

B. Software design
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Fig. 5. The graphical user interface of the Syringe Pump system’s
control logic

To build the user interface for our proposed system, a
specific graphical user interface is created to collect inputs
from a touch screen display and a smartphone. The
algorithm’s primary goal was to satisfy the user’s needs. For
each syringe, the user enters a name (for example, “50 ml
syringe™), volume, and flow rate. The program predicts the
number of steps the motor must execute (depending on the
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motor’s steps per revolution, gear ratio, and lead screw threads
per millimeter) and distributes the time to dispense across
these steps using several factors. A Raspberry Pi was
employed to control the syringe pump system. The flow chart
in Figure 5 shows how the Raspberry Pi connects with the
stepper motors through driver boards. The software that
operates with the syringe pump was written in Python, a
programming language with a simple, versatile, and
intelligible syntax. The code is one-of-a-kind, adaptable, and
stored for future usage in order to add extra functionality for
research reasons.

The sequence stages are clearly depicted as follows:

* Begin the application by powering up the machine. Set
up all of the necessary conditions for operation.

* The pump is divided into three channels. Choose a one-
channel pump to utilize. Check to see if the pump already has
a syringe attached.

* Using the touch screen display, configure pump
information. The user can provide optional settings to all
pump channels in parallel based on their needs. The operating
state of each pumping cycle, the kind of syringe, the user’s
intended goal volume, and the flow rate are factors. After
setting the parameters on the touch screen to transmit the
parameters to the Arduino. If the parameters set are satisfied,
the user continues to press the button to execute the
transferring procedure. If the flow rate is preposterous, leading
to the uploading process failing, the system goes back to step
2 and repeat.

« If the motor starts, the user must wait for the pump to
complete its cycle according to the pre-set parameters.

* Once the pump has finished transferring the amount of
fluid desired by the user, the pump’s activity is ended
following the user’s decision.

=== |P Address and Port
Q MICROFLUID PUMP

=% CONTROLLER
192.168.0.105:8000

Pt

Connect Button

Preset Flow Rate Selection

b Operation Control Button
= Flow Rate Unit Selection

Fig. 6. Android user interface design application of the low-
delivery-rate syringe infusion pump

From the 10T technologies embedded in our proposed
hardware, the prototype of the proposed IoT syringe pump
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device was experimentally implemented to investigate the
performance of our approach. In use, the device may hold a
variety of syringes (Vinahankook) with capacities ranging
from 1 ml to 50 ml. Users can also define a fixed goal volume
ranging from 100 pl to 1000 pl using the interface.
Furthermore, the user may choose from a range of flow rates
ranging from 10 pl/min to 100 pl/min.

Aside from direct control on the touch screen, the syringe
system was also wirelessly controllable. Integration with loT
makes a gadget smarter by saving time and decreasing risk.
The proposed platform provides the integration protocols that
can directly interface with the main control unit. The
Raspberry Pi received information from the smartphone
application’s user input via the Firebase Realtime Database.
The data was sent from the client and synced in real-time with
immediate updates on the cloud. Simultaneously, the
Raspberry Pi identified and downloaded the new
specifications. The information input could be entered using
the keyboard or the plus and minus buttons to fill in. The
smartphone application’s graphical user interface is described
in Fig. 6.

Besides passing the information supplied by the user to the
system, the Raspberry Pi was also configured to perform an
additional function of live-streaming the video feed to monitor
the microfluidic delivery system. The camera script
immediately runs in the background when the users turn on
the machine. The live stream area is where the real-time
transmission image from the pump is displayed. Since that’s
where the image is displayed, the image viewing process
should not be interrupted or distracted by any factors.
Therefore, the live stream display area has been placed on top
of the application so that even when the user is manipulating
the control area, the fingers will not block the image, avoiding
inconvenience to the user experience. The block displays
images using the built-in WebView engine in Android Studio.
WebView is a system component provided by Chrome that
allows Android applications to display content on the web.
The video stream is sent to the HTML web that the Raspberry
Pi relies on to generate. Users access the transmission line to
watch by entering the IP address of the pump and the
corresponding Port in the area, then click the button next to it,
and the live stream signal will appear in the WebView area.

Live stream from the camera over the web using
Raspberry Pi is relatively complicated. Currently, there is still
no video standard that is universally supported by all web
browsers on all platforms. Furthermore, the HTTP protocol
was originally designed as a one-time protocol for delivering
web pages. Since its invention, various features have been
added to cater to the growing use cases (download files,
resume, stream, etc.). However, the reality is that there is no
universal solution for doing a live stream from Raspberry Pi
at the moment. In order to resolve this problem, a proposed
solution is to use a much simpler format: MJPEG, also known
as Motion — JPEG. Motion - JPEG is a video compression
format in which each frame or interlaced field of a digital
video sequence is individually compressed as a JPEG image.
Script used for live streaming, using Python’s built-in HTTP
server module to create a simple live stream server. The
program’s operation will be as follows: The program takes
information from the Raspberry Pi, creates an HTML web to
display one frame with a resolution of 640 pixels x 480 pixels.
Then the program will recheck the stream status, get the video
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results from the Pi in MJPEG format, and then put that result
on the newly created HTML. The user enters the IP address of
the Raspberry Pi, followed by a ™:" and the port address that
the program sets. After entering, the user will see the real-time
transmission from the camera.

Practical requirements that a control application needs to
be convenient for users to use were resolved and fully
integrated with our proposed syringe micropump system. All
the control system's functions of the pump were already
considered and embedded into the control software.
Furthermore, the added ability to remotely monitor the device
is a feature that no other micropump on the market has. The
application interface is designed to provide an easy-to-use,
user-friendly feeling by using minimalist buttons
accompanied by gradient tones that bring depth to the overall
application. The process of back-end operation of the
application when controlling the micropump system using the
Firebase Realtime Database platform and the program that
helps the Raspberry Pi read that data to be transmitted to the
Arduino has been discussed and explained in detail. And
finally, the process of building and integrating the ability to
remotely monitor the system using a camera connected to the
Raspberry Pi has been thoroughly analyzed. A camera holder
was used to catch the syringe pump for video recording. The
quantity of injected liquid volume and process risks were
determined by capturing video recordings of the syringe pump
while the device was in operation. In our experimental
implementations, our devices connect to the router with a data
transfer rate of 20 Mbps and are already connected with five
other devices, resulting in a time delay of about 1 second on
average.

C. Syringe Pump Performance

1400
— Water
12004 11 17
— Air
1000 === Standard
£ 800
()
E 600 —
'_
400
200 1] I
Y T T T T W
10 20 50 100

Flow rates (ul/min)

Fig. 7. Comparison of the theoretical calculation with two types
of material inside syringe at various flow rates

Fig. 7 demonstrates the insignificant difference between
the standard theoretical calculation and the experimental
performance. In this experiment, the performance of the
proposed device was examined by injecting water and air at
the different flow rates, then validated by comparison with the
theoretical calculation. Furthermore, there is no significant
difference between the transferred times of the water and the
air contained in the barrel. In the experimental examinations,
the syringe pump system was set to both simultaneously
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pumps 200 pl water and 200 pl air with different flow rates,
including 10 pl/min, 20 pl/min, 50 pl/min, and 100 pl/min.

Table | summarizes the more detailed performance of the
experiment in Fig. 7. The error is defined as the percentage
change in flow rate from the desired flow rate.

TABLEI. THE ACCURACY OF SYRINGE PUMP USING 1 ML SYRINGE
WITH THE VARIOUS FLOW RATE
Machine's The The
Flow Rate Syringes' standard Relative
. measured
(ul/min) status time (s) calculated | error (%)
time (s)
Contain
10 Water 1217 1,200 143%
Contain Air 1,217
Contain
20 Water 613 600 2.30%
Contain Air 613
Contain
50 Water 251 240 4.76%
Contain Air 251
Contain
100 Water 130 120 9.10%
Contain Air 130

The experimental data were recorded, which includes
syringe size (ml), machine's flow rate (pl/min), syringe's
status, the measured time (second), calculated time (second),
and the relative error (percent). The accuracy is indicated
through relative error using the equation (1):

(CT — MT) o
Y 100%

RE = 1)

Where CT, MT, RE stand for the calculated time (second),
means the measured time (second), and means the relative
error (percent), respectively.

A high-performance, low-cost syringe pump device and a
functional prototype were built and examined. By utilizing the
simple mechanical approach, the design, experimental
implementation, and validation of the proposed flexible and
programmable low-delivery-rate syringe pump were
conducted and analyzed. The relative error ranges from 1.43%
to 9.1% of the desired flow rate, according to Table I. The
syringe pump mechanism described here might be useful for
low-resource environments as high precision, low-cost liquid
delivery system.

D. Discussion

Under ambient conditions in the laboratory, our device
achieves the performance of many single-use infusion therapy
devices [20]. In addition, for microfluidic mixing research, the
flow rate of fluidics in microfluidic devices is required very
low to avoid puncturing the microfluidic channel but still
achieve high efficiency in mixing. The performance of our
proposed device is acceptable. Other significant sources of
error may be related to the internal friction in the syringe
backpressure. These elements have a more significant relative
impact on low flow rates. Moreover, many factors can
contribute to this error, including mechanical backlash in the
lead screw mechanism, a calibration error, and a power supply
error. These errors can be investigated to minimize and reduce
in future research. The proposed machine attempts to give the
user convenience and reduce most harm in the operation
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process. The graphical user interface was adopted for our
proposed device with several advantages of improving
performance, affordability, wireless controllability, and
adjustability of parameters.

V. CONCLUSION

In conclusion, we suggest a low-cost innovative syringe
infusion pump for the biomedical industry's continuous and
constant flow delivery. The proposed syringe pump is
intended for stationary use at the patient's bedside. The gadget
maintains a constant flow. There are provisions for safety,
such as the monitoring element of the system, which assists
the user in avoiding hazards throughout the operating process.
It can be controlled at various flow rates thanks to a
microcontroller and user-friendly Android phone software.
Flow rates ranging from 10 ul/min to 100 ul/min can be
consistently achieved with the current technology. The flow
rate characterization assesses the accuracy and example range
of volume flow rates with various syringe statuses. A lead
screw mechanism with a narrower pitch and stepper motors
with smaller step sizes were utilized and integrated into our
proposed device to achieve a lower flow rate. This proposed
technique used in this study will help create a new generation
of loT-accessible syringe infusion pumps.
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Abstract: When a robot manipulator operates at high speeds, the elastic vibration of its links is inevitable. To study this vibration
phenomenon, the present paper deals with problem of modelling, the dynamic stability control and calculating inverse dynamics of
a single-link flexible manipulator. An algorithm to study dynamic stability and calculating inverse dynamics of flexible
manipulators is proposed. The proposed algorithm is demonstrated and verified by the model of a flexible single-link manipulatort.
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I. INTRODUCTION

Recently, flexible robots have been used in space
technology, nuclear reactors, medical engineering, and many
other fields. Flexibility, small volume, high speed, and low
power consumption are advantages over rigid robots.
However, the elastic displacements created by flexible links
are the main cause of questions about position accuracy,
structure stability and vibration. Some scientists have done
research to solve those problems. However, the research
results obtained are still relatively few and need to be studied
further.

Bayo et al. [1] and Asada et al. [2] have proposed two
different algorithms for calculating the torques required to
move the end effector of flexible manipulators. A brief
description about the development of stabile and vibration
analysis of flexible manipulators has been depicted here.
Some studies on the dynamic stability control of elastic
manipulators have been presented in [3-12]. Motion control
problems of flexible robots are divided into two classes:
regulation and tracking control [13]. The regulation is the
control problem around the desired equilibrium configuration

of the robot. By the regulation q, is constant, thus

q, = q, = 0. If the equilibrium configuration of the rigid

robot is chosen as the fundamental motion, the equation for
the error dynamics in first order approximation has the
following form x = Ax+f(¢t) , where A is a constant

matrix. The task of dynamic stability control is to determine
the eigenvalues of the matrix A of flexible manipulators [3,
4,5, 6]. In [7] Kumar and Pratiher investigated the nonlinear
phenomena of dynamic responses under 3:1 internal
resonance in the two-link flexible manipulator. The tracking
control in the joint space consists of a given time-varying

trajectory q,(¢) and its successive derivatives q,(¢) and
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q,(t) which respectively describe the desired velocity and

acceleration. In this case, A is no longer a constant matrix,
but a time-varying matrix. Several schemes for performing
these objectives do exist. Note that homogeneous linear
differential equations or nonlinear autonomous differential
equations can be only solved numerically. Therefore, the
problem of dynamic stability control for the elastic
manipulators in this case is usually only calculated by a
numerical simulation method [8-12].

In this study, the linearization problem of the non-linear
equations governing the motion of flexible manipulators in
the vicinity of the periodic fundamental motion is addressed.
A procedure based-Taguchi method [14-17] is proposed for
design of the control parameters of a controller PD for the
system of a single-link flexible manipulator that is described
by a linear differential system with time-periodic
coefficients. Then the calculation of actuator torques of the
flexible manipulators is presented.

I1. DYNAMICS OF A SINGLE-LINK FLEXIBLE MANIPULATOR

A. Equations of motion using the floating frame of
reference approach

Using the floating frame of reference approach [18], the
motion equations for a single-link flexible manipulator
shown in Fig. 1 are derived. As shown in the figure, a single-
link flexible manipulator OE of length | with a rotor located
at the hut and a payload at the free end. The end of the link is
attached to the O point (including the motor) revolving

around O-axis, and mass m,, is attached at E. The link is
considered as a homogeneous beam with area A.
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Fig. 1. Single-link flexible manipulator

To describe the kinematics, the position of point P on the
flexible beam is given as

x, =xcosq —w(z,t)sing

P ) a a (1)
y, = zsing, +w(z,t)cosq,
Differentiation of Eq. (1) yields
v = i+, = (W +2)(G,)° + 0" + 2w, @
It follows that o7, = (w?, +1°)(q,)" +w,” + 2k, q, 3)
The Euler-Bernoulli beam theory and Ritz-Galerkin
method are applied to study the transverse vibration of the
flexible link with assuming that the deformation in the
longitudinal direction is negligibly small. Let the transverse
deformation of the beam be written as

ZX ), w, —ZX

Where ¢ (t) are unknown generallzed coordinates of

Q)

transverse deformation, X () are a set of mode shapes of

transverse deformation of a clamped - free beam and N is the
number of modes used to describe the defection of the
flexible link. The mode shapes are given as [19]

X.(z) = cos(Bx) — cosh(B.z)
cos 31 + cosh 31
sin 81 + sinh 8

The kinetic energy of the flexible manipulator is given by

r=1+1,+1,,

1 1

2Jl(q) —|—2mEvE+ prv dz

where J, is the mass moment of inertia of link 1 (including

—sin(8.x) + sinh(8.z) ®)

(6)

is the mass at

point E, pA is the mass per unit length of the beam.
Substituting Egs. (1), (2), (3) and (5) into Eq. (6), we
obtain the kinetic energy of system

the motor) with respect to the point O, m,,

1 S
T=(=J +=mI+—pAl*)(q )
(2 vHgml +ep )(4,)

1
+%m [w? (G ) +,* + 2N, ] +1pAfU Wde @

+1pA fwdm—i— pAquwdm

The strain energy of the beam OE according to Reddy
[20] is given by
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2
1 1| 9w
mn = 51:71]; o ] dx ®)

where E and | is the modulus of elasticity, area moment of
inertia of the beam, respectively.
Substitution of Egs. (1), (4) and (5) into Eq. (8) yields

15
II = m,g[lsing, —}—ZX )cosq}—i—w
i= 1 2 (9)
hgcosq, ZC 0.+ El >3 0.,
i=1 j=1
where C = f Xdo ; k) = f XXz (10)
0

Lagrange equations have the following form [21]

dlor| or  om .

S 1+Q (U=
aq c’)qj aq

1,n)

o (11)

where ¢ are the generalized coordinates which include rigid

body coordinete ¢ as well elastic modal ¢, and QJ are

generalized forces. In this paper Q =7, +M,, in which
M, is damping force which has the foIIowmg form

M, = aq, (12)

By substituting Egs. (7), (9) and (12) into Eq. (11), we
obtain the equations of motion of the system as

N N
+pAY Y ma.a,

i=1 j=1

[J, +m,l* + l,oAl3

g\;x
1

N

+mg ) (Da,a,,14,
i=1 j=
N N
Hom, 3D X (X, 0) + 2043 m, Ji 0,
Nzl]l v i=1 j=1 (13)
+[pAZ D, + mElZ X.(D]q
i=1 i=1
N l
= —m,g[lcosq, — ZXi(l)qM_ sing, ] — %
i=1
N
+’ug Sin qu Z Ciqw + Ul Md
i=1
N
[m X, (1) + pAD,)§, +[m, X,()) X (1)
N N s
+pAZ mij].q.ej + E]Z kzjqej
j=1 j=1 (14)
N N .
=1 j=1 _
= —m,gX, ( )Cosq — ugC. cosq (t=1LN)
Where D, = f X dv;m, = f XX du (15)
0
If we choose N =1 and use of symbols ¢, = ¢ , the

differential equations of the single-link flexible manipulator
have the following form
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a

+HpAD, +m X ()]G + [2mEX12 (1) +2pAm 14,4.q. (16)

- Mg Sin qu,Clqﬂ

1 .
[J, +m, I + gpAl“ + (pAm,q° +m, X (D)q’)]q

My glcos q,

2
= —m,g[lcos q, — X, (l)qe sin qu} +1-M,

mEXl2 (G, +m X, (DG, + pAD,G, + pAm,,qG.
_mquXf (l)qu o pA(j:quﬂ + E[knqe
= —m,gX (I)cosq, —pgcosq,C,

17)

B. Linearization of the motion equations about the
fundamental motion

We consider now the problem of linearizing motion
equations of the single-link flexible manipulator in Fig. 1 as
a demonstration example.

1) The fundamental motion
The fundamental motion of the considered manipulator is
the virtual rigid link motion of link OE [2]. In this rigid-link
motion, the position of the point E on the link is given as
zy =lcosq(t), yp =lsing’(t)

(18)

The mass moment of inertia of the virtual rigid link with
respect to point O takes the form

1 ‘ .
J, = gpAP +m 4+, (19)
Using the momentum theorem, it follows that
() = M® 1 (2 pAP +m I+ T )i (0)
a a 3 a (20)

1
+gl(§ m0E+mE)cosqf(t)

Assuming that the motion rule of the drive has the
following form

g, (t)

By differentiating Eqg. (20) and then substituting the
obtained result into Eq. (19) we have

= (21)

=z sin(Qt)
2 2

()=« ? cos(Q2t)

0 1 3 9 .
5 (g pAl" +m " 4 J,)sin(Qt)
Qo

1
—l—gl(ngE—&—mE)cos( 5 + gsin(Qt))
From Eq. (20) the position of point E on the link is given as

(22)

2" = lcos " (t) = I cos(= + —sin(Q1))
2 2 (23)
yr =lsing(t) = lsin(g + gsin(Qt))
The fundamental motion of the manipulator is described
by q“(t) and z"(t) , where q"(t) is the generalized
coordinate of the manipulator

R R RonlT R T

q (t)—{qa (t) q (t)] —[qa (1) 0} (24)
and t(¢) is the torque

TRt:r: TERT:T: OT (25)
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In Egs. (24) and (25) qeR(t) denotes the elastic

generalized coordinate and 7/(t) the elastic torque of the

virtual rigid link.
2) Linearization of the motion equations
The differential equations of the manipulator
according to Egs. (16) and (17) can be expressed in the
following matrix form

M(q)q + C(q,4)q + g(a) = =(t) (26)
where q, q and § are vectors of generalized coordinates,

generalized velocity and acceleration, respectively
T T T
a=g,q] 70 =|z,0,2.0] =[7,0).0]

Let Ag and Ag are the difference between the real

(27)

motion q(¢) and the fundamental motion q”(¢), it follows
that

q,(t) = q; (t) + Aq,(t) = q, (1) +y,(t) (28)
q,(t) = ' () + Aq,(t) = y,(t) (29)
where y and y, are called the additional motion or the
perturbed motion. Similarly, we have
T T
7(t) = |7, (1),7,(8)] =|,(6),0) (30)
By substituting Egs. (28), (29) into Eq. (24) and using
Taylor series expansion around the fundamental motion, then
neglecting nonlinear terms, we obtain a system of linear
differential equations with time-varying coefficients for the
manipulator as follows [22]
M, 1)y +C,(t)y + K, (t)y =h, (?) (31)
Matrices M, (t), C,(¢), K, (¢) and vector h (t) in Eq. (31)

have the following forms

1

1

M, (1) = 5 (32)
X, om0
+pAD, +pAm,,
cm=>" (33)
D=1y o
k. k
K (=" » (34)
3 kZl k??
where
Ising”(t
kll = —[sin qf(t)mEg - Topd S2ln % ( )a
k, =k, =—m_gX (I)sing’ (t) — pgsing’(t)C,,
kyy, = —m @ (OF X7 (1) — pAlg) () m,, + Elk,.
0
and h, (t) = |—m,gX,(I)cos ¢ (t) — pg cos ¢ ()C, (35)

mele'q'f (t)— pADlijf(t)
where fundamental motion qf(t) is given by Eq. (21) and
k' are determined by Egs. (5),
that

constants C,D,X ,m
(10) and (15).
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It should be noted matrices
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M, (?), C,(t), K, (t) and vector h (t) in this example are

time-periodic with least period T. For numerical simulation,
the calculating parameters of the considered manipulator are
listed in Tab. I.

TABLE I. PARAMETERS OF THE MANIPULATOR

Parameters of the

Variable and unit Value
model
Length of link lm 0.9
Sectional area of N .
beam Alm’) 4-10
. kg
Density of beam Pl—5 2710
o
Inertial moment of i
sectional area of I(m')=— 1.33333-10°°
beam
N
Modulus E [—2] 7.11x 10"
m
Mass moment of ‘
inertia of link 1 J, kgm’ 5.86 x 107
(including the motor)
Mass of payload m, kg 0.1
N.m.s
Drag coefficient a[ n g] 0.01
rad

It follows from the parameters in Tab. 1 that

C, = —0.7046317896, D, = —0.4607100845,
m,, = 0.8998501520, k| = 16.95515100, X, = —2’

111. DYNAMIC STABILITY CONTROL OF A FLEXIBLE
MANIPULATOR USING THE FLOQUET THEORY

In the steady of a flexible manipulator, the matrices
M, (?), C,(t), K, (t) and vector h (t) of the linear
differential equations (31) are time-periodic with the least
period T:27r/Q . For calculation of dynamic stability
condition, we shall consider a system of homogeneous linear
differential equations

M, )y +C, (t)y + K, (t)y =0 (36)

According to Floquet theory [23], the characteristic
equation of Eq. (36) is independent of the chosen

fundamental set of solutions. From characteristic equation of
Eq. (36) we can calculate the Floquet multipliers

p,(k=1..mn).If |pk| < 1, the trivial solution y = 0 of Eq.
(36) will be asymptotically stable. Conversely, the solution

y = 0 of Eq. (36) becommes unstable if at least one Floquet

multiplier has modulus being larger than 1. In this case we
need to design the controller for stabilization the motion of
flexible manipulator.

A. The PD controller

It should be noted that the PD controller applied on the
input link can be selected according to the formula
AT(L = _kdl (qa - q;?) - kpl (qa - qf) = _kdlyl - kply] (37)
The linearized equation according to Eq. (31) now takes
the form

M, (0)y+C,()y+K, )y =h,(#)-Ky-Kyy  (38)
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Where K and K, are diagonal matrices with positive
elements as

—| % 0 . —|m (39)
D 0 o ”* 0 0
It follows from Egs. (38) that
M, ()y +[C, (1) + K, ]y +[K, () + K, ]y =h,(t)  (40)
EQ. (40) can then be written in the form
1 . 1 . 1 1
M, Q)y+C, ()y+K, ()y=h, () (41)
M (t)=M (t),K, ()=K, ()+K
Where lL ( ) L( )7 L ( )l L( )+ P (42)
C,(t)=C,(t)+K,,h (t)=h,(t)
EQ. (41) can then be expressed in the compact form as
x=P t x+£(¢) (43)
where we use the state variable x:
T T
x=[y",3"] % =[3""] (44)

and the matrix of coefficients P(t), vector f(t) are defined by
0 E
-1 -100) -1,
_MLIKLI _MLICLI MLthl
To study the dynamic stability conditions of the
manipulators, the properties of the homogeneous linear

differential system corresponding to Eq. (43) is now
considered

x=Ptx

P(t) = £t = (45)

(46)

where P ¢ is a matrix of periodic elements with period T.

Based on the stable criteria according to the Floquet
multipliers [23], the gain values of the PD controller in Eq.
(37) are chosen so that all Floquet multipliers of Eq. (46)
have negative real parts and the transient oscillation time is
as short as possible.

B. A procedure for determination of gain values according
to Floquet multipliers using the Taguchi method

Taguchi developed the orthogonal array method to study
the systems in more convenient and rapid way, whose
performance is affected by different factors when the system
study become more complicated with increase in the number
of factors [14-17]. This method can be used to select best
results by optimization of parameters with a minimum
number of test runs. We note that Taguchi method has the
following advantages: It is not necessary to use the derivative
of the target function to calculate optimal parameters, and the
method allows the determination of multiple stable
parameters for the linear differential systems with time-
periodic coefficients of complex structures.

In this section we present a procedure for determining the
control parameters of the flexible manipulator shown in Fig.
1. This section presents an algorithm based on the Taguchi
method to optimally design the gain values of the PD
controller. It should be noted that the gain values of the PD
controller in this paper are called the control parameters.

Step 1: Selection of control parameters and initial levels
of control parameters

The gain values of the PD controller are chosen as
components of the vector of control parameters which has
the following form
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(47)

The initial three levels of each control parameter are
chosen at random as shown in Tab. 1.

X = {zl x2r = [k kdlr

pl

TABLE Il CONTROL PARAMETERS AND INITIAL LEVELS OF EACH

CONTROL PARAMETER

Control parameters

Levels kpl Wl
1 1 0.5

2 5 7

3 25 26

Step 2: Calculation of Floquet multipliers and selection
of target function

The Floguet multipliers of Eq. (46) are calculated to the
algorithms in [24] and can be arranged in a vector as follows

p=Ilp, p, P, 2l (48)

Step 3: Selection of orthogonal array and calculation of
signal-to noise ratio (SNR)

Three levels of each control parameter are applied,
necessitating the use of an L9 orthogonal array [16, 17].
Coding stage 1, stage 2, stage 3 of the control parameters are
the symbols 1, 2, 3. The signal-to noise ratio (SNR) of
control parameter x is evaluated using the following
formula [16, 17]

n, = (SNR),

2

—10log,, |an|j_pd y J

L9 (49)
where |p| is the biggest modulus of Floquet multipliers
J

in the ;" experiment, and p, is desired value of the target

function. The desired value of the target function is usually
chosen empirically. In this example we choose p, =0.3.
The obtained results are shown in Tab. IlI.

TABLE IIl. EXPERIMENTAL DESIGN USING L9 ORTHOGONAL ARRAY
Control parameters Results
Trial (j) | kpl | kd1l | SNR
1 1 1 4,0561 | -11.4948
2 1 2 1.2233 0.6930
3 1 3 1.0570 24184
4 2 1 0.4767 15.0542
5 2 2 0.6879 8.2258
6 2 3 0.9062 4.3473
7 3 1 0.4802 14.8872
8 3 2 0.0181 10.9991
9 3 3 0.4158 18.7229

Step 4: Analysis of signal-to-noise ratio (SNR)

Using the values of SNR of control parameters in the
Tab. 3, we can calculate the mean value of the SNR of
control parameters corresponding to the levels 1, 2, 3
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SNR(K!,) = [SNR(1) + SNR(2) + SNR(3)] / 3

= -2.79447

SNR(K,) = [SNR(4) + SNR(5) + SNR(6)] / 3

=9.2091

SNR(K' ) = [SNR(7) + SNR(8) + SNR(9)] / 3

= 14.86973

SNR(K.,) = [SNR(1) + SNR(4) + SNR(7)] / 3

= 6.148867

SNR(K,) = [SNR(2) + SNR(5) + SNR(8)] / 3

= 6.6393

SNR(K) = [SNR(3) + SNR(6) + SNR(9)] / 3

= 8.4962

Inwhich  SNR(k'),SNR(K*),SNR(K’)
SNR(k)),SNR(k?),SNR(k}) are the mean square
deviation of the control parameters k' &’ k" K, .k k7 at

the levels 1, 2, 3, respectively. Then the SNR of the control
parameters can be plotted to use for optimization of seat
displacement as shown in Fig. 2

& 15 F
Z 10}
S st
g
2 %
1 1.5 2 2.5 3
Levels of k
pl
2 )]
z 8 1
wn
3
= 1T
:
6 L L L
1 1.5 2 2.5 3

Levels of kdl

Fig. 2. Diagram of level distribution of mean signal-to-noise ratio of the
control parameters

From Fig. 2, the optimal signal-to-noise ratio of the
control parameters can be derived as follows

SNR k, =14.86973,

SNR k, = 8.4962

Step 5: Selection of new levels for control parameters

From Eq. (50) it can be seen that the optimal SNR of the
control parameters is different. This makes it easy to perform
iterative calculation. Firstly, new levels for control
parameters are selected. Based on the level distribution
diagram of the parameter in Fig. 2, we choose the new levels
of control parameters as follows: The optimal parameters are
levels with the largest value of the parameters, namely, Kp:
level 3, ka1 level 3. Therefore, we have the values of the new
levels as follows:

If level 1 is optimal then the next levels are

(50)
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New level level 1 level

0
A4

level

0.
A\ 4

New level

1

(8

p

New level
3

level 2_new = level 1_old

level 2_old — level 1_old
level 1_new = level 1_old —

2
level 2_old — level 1_old
level 3_new = level 1_old + >
If level 2 is optimal then the next levels are
level 1 level level
O 2 O
A4 Z \"4 3
New level ~ New level New level
1 2 3

level 2_new = level 2_old
level 2_old — level 1_old

level 1_new = level 2_old —

2
level 3_old — level 2_old
level 3_new = level 2_old + 5
If level 3 is optimal then the next levels are
level level level 3 New level
1 2 P 5 0
v v
New level New level

1 2

level 2_new = level 3_old

level 3_old — level 2_old

1level 1_new = level 3_old —

2
level 3_old — level 2_old

level 3_new = level 3 old +

2

According to the rule presented above, we have the new
levels of control parameters in Tab. V.

TABLE IV. CONTROL FACTORS AND NEW LEVELS OF CONTROL
PARAMETERS
Control parameters
Levels kpl Kdl
1 15 16.5
2 25 26
3 35 35

Then the analysis of signal-to-noise ratio is performed as the
step 2.
Step 6: Check the convergence condition of the signal-to-
noise ratio and determine the optimal control parameters
After 60 iterations, we obtain the optimal noise values of
the control parameters with the results listed in Tab. V.

TABLE V. SNR VALUES OF THE CONTROL PARAMETERS AND ANOM
AND ANOVA IN THE ROW OF THE SNR
Calculation Results
Trial
SNR (kpl) | SNR (kdl) Mean Variance
1 14.8697 8.4962 11.68295 | 10.15538
2 23.1742 20.9025 22.03835 | 1.290155

3 27.3572 28.9904 28.1738 0.666836
4 33.4549 34.104 33.77945 | 0.105333
5 44.2991 47.0856 45.69235 | 1.941146
56 274.9553 | 274.9553 | 274.9553 | 0
57 274.9553 | 274.9553 | 274.9553 | 0
58 274.9553 | 274.9553 | 274.9553 | O
59 274.9553 | 274.9553 | 274.9553 | 0
60 274.9553 | 274.9553 | 274.9553 | 0

To determine the mean and variance of SNR we use the
following formulas

SNR(k )+ SNE(k,,)
2

Mean = (51)

[SNR(kpl) - Mecm}2

+ [SNR(kdl) - Me(m}2

According to the above analysis, we obtain the optimal

parameters of after 60 iterations.

The optimal control parameters are given as follows:
k, = 371617k, =29.241 (53)

Using these values, it is easy to find the optimal Floquet

multipliers of Eq. (46): p, = 0.3,p, = p, = p, (54)

Variance = 0.5 (52)

C. Determine control parameters in a number of common
speed ranges

We choose the desired motion rule of the active links
such as Eq. (21)

g, (t) = % + % sin(Q) (55)

Using the algorithm presented in paragraph 3.2, we can
determine the control parameters corresponding to some
popular speed ranges as follows table:

TABLE VI. CONTROL PARAMETERS IN SEVERAL SPEED RANGES
Q 27 47 67 8w
kp1 37.1617 28.7617 22.2666 23.0147
kdi: 29.241 11.7501 6.7208 6.8628
9) 107 127 147
kp1 20.1903 15.0579 33.0861
kd: 5.4368 3.7542 4.4094
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IV. APPROXIMATE CALCULATION OF INVERSE DYNAMICS OF
FLEXIBLE MANIPULATOR

In previous section, the stability analysis of the flexible
manipulator has been studied. In this section an approximate
method for calculation of inverse dynamics of flexible
manipulator is proposed.

A. Calculating periodic oscillation of a flexible manipulator

The linearized differential equations of motion of the

single - link flexible manipulator have the following form
1 . 1 . 1 1

M (1)y +C(1)y + K (t)y =h(1) (56)
As known in the theory of linear differential equations [23]
when the system of homogeneous linear differential
equations is asymptotically stable, then the system of
differential equations having the right side (56) has periodic
solution. Using the algorithm proposed by Khang et al. in
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[24], the periodic oscillation of the system of equations (56)
can be calculated in the following form

y Z[yj yZ] (57)
When the parameters Kp and Kp are chosen so that the

system of homogeneous linear differential equations is
asymptotically stable is stable quickly, the solution of

equation (56) has the form y ~ y". (58)
Using the control parameters in Table VI, some simulation
results of solutions of Eq. (51) are shown in Figs 3-5.

Casel: Q=2n

x10™

1.5 2 2.5
Time [s]

%107

1.5 2 25
Time [s]

Fig. 3. Periodic vibrations of perturbed motions by Q = 2«

Case 2: Q=67

y,[rad]
(=]

0.04 . . : .
0 0.2 0.4 0.6 0.8 1
Time [s]
0.02f
0.01p
E o
~N
>
-0.01F
-0.02f
0 0.2 0.4 0.6 0.8 1
Time [s]

Fig. 4. Figure 4. Periodic vibrations of perturbed motions by Q = 67
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Case 3: Q=10x

y,[rad]

0.3 0.4 0.5 0.6
Time [s]

0 0.1 0.2

y, [m]

0.3 0.4 0.5
Time [s]

0.2

0 0.1

0.6

Fig. 5. Periodic vibrations of perturbed motions by 2 = 107

From perturbed motions y, we call determine the
generalized coordinats, velocities and accelerations of
flexible manipulator
q,() = ¢ (t) +y,t), i=1,..
q, 0=y, (j="1..,m)
Determining the motion of the operating point E

From the periodic oscillation calculated above, we can
find the elastic displacement of the elastic beam OE

w(z,t) = X, (2)y, (1) (60)
From Eqg. (60) we have the elastic displacement from point E

,n

(59)

B.

w(l,t) = X, (D, (). (61)

Then the position of the point E is given as
z,(t) = lcos(q" +y,) —w(l,t)sin(q" +y,) (62)
y,(t) =Isin(q, +y,) +w(l.t)cos(q, +y,) (63)

From there the position error of the point E is determined by
the following formula

d =z, — ) +(y, —yl) (64)
Using the control parameters in Table VI, some

simulation results of the position of point E are shown in
Figs 6-8.
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C. Calculating inverse dynamics of flexible manipulator
By substituting Egs. (60) - (63) into Eq. (16) it get the
actuator torque of a single-link flexible manipulator

T_Md_’_Jl—{—mElQ—i-%pAﬁ :
+HpAm,, @2 +m, X (1)q])
+pAD, +m, X, (1)]d,
2m, X (1) +2pAm, ¢ q.q,
m,,,glcosq,
2
+m,g[lcosq, — X (I)g sing,

(65)

— hgsing,C\g,

The actuator torque of rigid system rf‘(t) is given as Eq.
(22)

Using the control parameters in Table VI, some
calculation results of actuator torque are shown in Figs 9-10.
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Fig. 9. Actuator torque by ©Q = 67
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Fig. 10. Actuator torque by € =107

V. CONCLUSIONS

In the present paper, the linearization problem of the
equation of motion of flexible manipulators in the vicinity of
a fundamental motion is addressed. Using the Floquet theory,
the dynamic stability control of a single-link flexible
manipulator has been investigated. Based on Taguchi
method, the stability gain values of the controller PD at the
independent joint of a single-link flexible manipulator were
presented. An approach to calculate inverse dynamics of
flexible manipulators has been presented.

Through numerical simulation, the efficiency and
usefulness of the proposed algorithm were demonstrated as
well. 1t is believed that the results of this study can be
extended to flexible multi-link manipulators, and thus, can be
of great importance for slewing space structures where the
transported object is sensitive to vibrations.
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Abstract: This paper deals with the curve fitting problem and its application in crack detection. Due to the variety of real-world crack,
modeling the propagation path is a challenging issue. To take this problem, a modeling method based on simulated crack and model
fitting is proposed. First, a dataset of simulated crack is generated based on fracture mechanics and interfacing Abaqus and
MATLAB. For each simulated crack, available regression models in Python are employed to approximate the development path. The
resulting models are then utilized to approximate segments of real-world crack obtained from some reputable datasets. A similarity-
based approach is proposed to predict the crack segments. Experimental results have shown a high correlation between the simulated

crack and the real one.

Keywords: crack detection, machine learning, change detection, image processing

I. INTRODUCTION

Vision-based crack detection has recently drawn great
attention from research groups in automation and computer
science [1-2]. Crack detection approaches, in general, can be
divided into low-level feature based [3-4], machine learning-
based [5-6], and deep learning-based [7-8] techniques.
Although promising results have been achieved in all three
groups, the data collection process is still a high risk, time
consuming, and costly task. For deep learning-based
approaches, this problem is even more critical, as the
detection result is reliant on the quantity and quality of the
training data.

To aid with this matter, simulated crack can be an
important alternative, where a non-limited training samples
can be generated and the development path of which is also
similar to the real-world crack. However, there is a huge
difference in terms of data points representing the simulated
crack and the real-world ones. While the number of crack
coordinates are dependent on the fracture mechanics theory,
that of the real-world ones are based on the resolution of the
digital camera in used. Here, we propose an approach to
approximate real-world crack by dividing it into segments for
fitting models of simulated crack. For a successful
segmentation of crack from images, an accurate change
detection algorithm is required to find turning points of the
interested crack.

As discussed in [9], the goal of the change detection
algorithm is to detect “significant” changes while rejecting
“unimportant” ones. This process requires a detailed
modeling of all types of changes (significant and non-critical)
and can be categorized into simple differencing, significance
and hypothesis tests, or predictive models. For instance, color
and texture-based spatial information is employed in [10] to
describe local information while preserving lighting
variation, including shadows. This approach relies on a pixel
level feedback scheme that automatically adjusts internal
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sensitivity for scale changes and updates. The approach is,
however, sensitive to noise and can be impacted by the size
of the input data due to its processing mechanism at pixel
level.

This work studies the effectiveness of two change-
detection-based methods for fitting models to crack
coordinate data: one is developed based on the derivative of
segment direction and another one is based on the similarity
between the simulated and the actual data. The contributions
of this paper are summarized as follows:

(i) an approach for fitting models to crack coordinate
data using change detection, and

(if) comprehensive experiments on 5 reputable datasets
for performance evaluation of the participated methods.

The rest of the paper is structured as follows: Section 111
presents the utilized datasets, one is obtained from fracture
mechanics-based simulation and the rest are crack images
captured by digital cameras.

I1. DATASETS

In this section, one simulated and five real-world crack
image datasets are introduced, the details of which are as
follows:

e SimulatedCrack: the dataset consists of 797 crack
paths on a concrete beam, generated via a developed
interface  between Abaqus and MATLAB.
Simulations are processed in Abaqus, the inputs of
which are continuously fed from MATLAB by
automatically changing the simulation parameters.
The crack paths are obtained in the form of the crack
tip coordinates.

e CrackTree260 [11]: the dataset contains 260 road
crack images of size 512x512.

e CRKWH100 [12]: the dataset consists of 100 road
pavement images of size 512x512.

e Stone331 [12]: the dataset contains 331 images of
stone surface, where crack occurs via cutting the
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stone. The size of each image in the dataset is
512x512.

e CFD [13]: the dataset contains 118 images of size
480x320 reflecting urban road surface.

e Crack500 [14]: the dataset contains 1896 images of
pavement crack, the size of which is around
2000x1500.

Out of 5 real-world crack image datasets, CrackTree260,
CRKWH100, and Stone331 are captured using an area-/line-
array camera, while CFD and Crack500 are captured using a
mobile phone camera. Existing regression models in Python
3.8.8 are employed to approximate the crack paths of the
SimulatedCrack dataset. The result of the process is 25
Models x 797 Simulated Crack paths, denoted as MSC, which
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will be used for performance assessment of the analyzed
change detection techniques.

I1l. METHODOLOGY

In this section, two approaches for change detection of
crack path will be developed: a Similarity-based Approach
(SA) and a Difference-based Approach (DA).

A. Change Detection based on the Similarity between Real-
World and Models of Simulated Crack

For each groundtruth obtained from the real-world crack
image dataset, the annotated crack is first thinned to one pixel
width using skeletonization. Then, a segment of at least five
consecutive crack pixels C, is considered where the best fit
model M, of which is selected from the MSC. The similarity
between C and M, is calculated via the Root Mean Square
Error (RMSE) between those two. Let L, be the pixel number
of the concerned segment C;, the RMSE can be calculated as
follow:

Ls L2
Z]‘:l(yj_yj)
Ls

RMSE, = , @
where y; and ¥; are respectively the actual and predicted pixel
of C, and M. Once the RMSE has been calculated, another
pixel p; will be added to the segment where the error between
the segment and the model obtained from the initial points are
updated. The process is run recursively and ended when the
error is larger than a pre-defined threshold. A new search is
re-initialized with a new segment. The flowchart of the
algorithm is illustrated in Fig. 1., where N; and s are
respectively the number of pixel of the annotated crack and
the number of segment. The mechanism of assigning a pixel
p; is described as

_( C, RMSE <t
Pi = {Cs+1, RMSE, > t. ©)

Notably, when a point occurs at k and causes the change
in RMSE as stated in Eq. (2), a further check is required to
verify whether the change is significant [1]. A change is
defined as insignificant when the RMSE between the new
segment formed by k and its four adjacent neighbors and the
best fit model of the previous segment does not exceed the
pre-defined threshold ¢. In this case, k and the
aforementioned data points are merged into the previous
segment instead of a new one. An example of insignificant
changes is illustrated in Fig. 2.

B. Change Detection based on Difference

In a comparison with the proposed SA presented in the
previous section, a simple yet still widespread technique, the
DA is presented. Let (x;, y;) be the coordinates of the i-th
point of the annotated crack, the difference feature of this
point is calculated as the vertical coordinate difference with
its previous point as

Ay =yi— Vi1 3)

To detect the change, the annotated crack is firsted rotated
into the horizontal direction so that x; > x;_,. The difference
features of two consecutive pixels are then analyzed and a
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change in sign of those features is also a change in direction
of the annotated crack, i.e.

Ay, X A, <0. (4)

The mechanisms of initializing segments and
insignificant change are set identical to that of the SA
approach. The condition for assigning data points to segments
is as follows:

Cs,

pi - {CS+1'

The flowchart and an illustration of the SA algorithm are
presented respectively in Fig. 3 and Fig. 4.

Ay, X A
Ay, X A

>0
<0

Vi-1 (5)

Vi-1

IV. RESULTS

In this section, the performance of SA and DA is
evaluated via analyzing the fitness of the SimulatedCrack
models to the annotated crack obtained from real-world
images. Beside the RMSE, the Coefficient of Determination
R? i also employed and given as follows:

Z?]:1(3’i - $1)?

R?P=1—-="———22
Z?’:1(yi - ¥i)?

(6)

Table | reports the average RMSE, R?, the number of
models (NM), and processing time of the techniques SA and
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Figure 4. An illustration of the DA algorithm.

DA on the CrackTree260, CRKWHZ100, Stone331, CFD, and
Crack500 datasets. Although both approaches perform well
on all interested datasets, it is worth noting that SA performs
better than DA in terms of error metrics RMSE, and R? since
the mechanism of this fitting approach is designed to
minimize the error while that of DA is not.

In terms of the average number of models required for
each image, SA required less models to approximate a real-
world crack than DA in the CrackTree260, CRKWH100, and
Stone331 while DA performs better in this category in the
remaining datasets. Generally speaking, the shape variations
of cracks in the former 3 datasets are less complicated
compared to that of the crack in the Crack500 and CFD
datasets. Although a higher NM is required for SA in
Crack500 and CFD, its fitting error and the coefficient
determination is much better than that of DA. This can be
verified in Fig. 5(a), where the correlation between the NM
difference Ay, and the corresponding difference of RMSE
and R? of two techniques on 5 image datasets is illustrated.
For each dataset, those differences are calculated as

Ayy= NMsy — NMpy, (7
ARMSE: RMSESA - RMSEDA, (8)
Ape= R?sy — R?py. ©)

In another note, DA is more computational effective than
SA, due to its straightforwardness implementation. In
general, NM of SA is approximately 5% higher than that of
DA and hence, DA processing time is about 16% faster than
that of SA. The difference in NM reaches its highest in the
CDF dataset, where the time difference is also at 46%. In this
dataset, the difference in the fitting errors is also the
maximum among 5 datasets. The correlation between Ay,
and the difference in processing time is demonstrated in
Figure 5(b).

Table Il presents some fitting results of SA and DA on
some sample images of 5 image datasets along with the
number of models used in each image. Notably, on datasets
with complicated crack structures (Crack500 and CFD), the
fitness level of SA is much better than that of DA and also a
higher number of models is required. On simpler datasets
(CrackTree260, CRKWH100, and Stone33l), the
performance difference between two datasets is not
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TABLE |. QUANTITATIVE RESULTS OF SA AND DA ON 5 IMAGE DATASETS

Datasets RMSE| R?1 NM] Time(s)|
CrackTree260 SA 0.002887 0.997670 35-36 272.26
DA 0.002337 0.997941 41-42 289.17
CRKWH100 SA 0.002430 0.997080 37-38 311.27
DA 0.003115 0.990629 38-39 290.68
Stone33l SA 0.001879 0.999404 1920 162.53
DA 0.001907 0.999429 22-23 162.46
CED SA 0.002525 0.991711 36-37 291.12
DA 0.007070 0.962632 22-23 157.25
SA 0.005804 0.994894 21-22 175.27
Crack500
DA 0.008898 0.982872 19-20 132.01
o= RZ@=RMSE
0.035 0.001 Time _
0.03 gFD . ==Time
CRKWH100 0 o
0.025 120 CFD
0.02 -0.001 g 100
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Figure 5. Correlation between the difference in model number and (a) fitting errors, and (b) processing time.

significant, where DA event out-performs SA on some
images.

V. CONCLUSION

In this paper, a change detection method for fitting models
to crack coordinate data has been introduced. The method has
been developed based on minimizing the fitting error between
the models obtained from a simulated crack dataset and actual
crack obtained from digital cameras. Comprehensive
experiments have been conducted to evaluate the
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effectiveness of the proposed method. The outperformance of
our approach against a difference-based technique has been
verified, where SA returns the best fitting errors on four out
of five reputable crack image datasets. The computational
complexity of SA is still not optimal and will be improved in
our future work.
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TABLE 1. CORRELATION BETWEEN THE DIFFERENCE IN MODEL NUMBER AND (A) FITTING ERRORS AND (B) PROCESSING TIME.
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Abstract: Micro-scale fluidic devices have attracted increasing attention in numerous fields of chemical reactions, biomedical
diagnostics, food safety control, environmental protection. Micromixer is an important part of a microfluidic system and
considerably influences the efficiency and sensitivity of these devices. Here, our paper presents the improved designs of passive
micromixers with the emphasis on the concave grooves that imposed on the serpentine channels to significantly induce molecular
diffusion and chaotic mixing phenomena of fluid transport. Improved microfluidic passive mixer devices were designed, analyzed
of simulation with and without using the grooves on U-folded channel, and then compared to the conventional Y structure.
Simulation results demonstrate that the serpentine micromixer with obstacles increased the mixing performance by 2.35 times
compared to the conventional Y-shaped mixers and 1.47 times compared to the ones without obstacles. The incorporation of
grooves greatly enhances mixing in the flow path due to strong laminar perturbations. Also, according to the theoretical/numerical
calculations, the effect of the geometry of the integrated obstacles and their arrangement pattern in the microchannel was studied
extensively. The incorporation of numerous grooves in the microchannels resulted in enhanced performance of the micromixer in
terms of reduction in mixing time. It was found, that the mixing efficiency of the passive micromixers can be improved to an
excellent value by the positions and more densely distributed concave grooves. This achievement is a great step toward the next
generation of high-efficiency passive micromixers at a lower cost in the future.

Keywords: passive mixer; serpentine channel; grooves; mixing simulation.

micromixers, different mixing principles have been
extensively reported by many research groups.

I. INTRODUCTION . . e .

) - ) Micromixers can be broadly classified into two types:

In the past decade, microfluidic devices have played a  active and passive. Active micro-mixers use actuators,
significant role in the field of biomedical analysis,  improve mixing efficiency by stirring liquid flow using
environment protection, food safety control, drug delivery,  external forms of energy supply such as electrokinetic time-
and so on [1-5]. These devices have received increasing  pulsed actuation [6-8], pressure perturbation [9],
attention due to their compact size, automatic operation, electrohydrodynamic (EHD) force [10]. This type of mixer is
faster detection, less reagent, higher sensitivity, an_d in-field  efficient; however, they suffer from complicated design and
use. One of the most important components of micro-scale  high fabrication costs. In contrast, passive micromixers do
fluidic devices is micromixers, a considerable influence on not have actuators or require external energy. The mixing is
the efficiency and sensitivity of the fluidic systems. based on chaotic mixing phenomena and molecular diffusion

Due to the small dimensions and high surface-to-volume ~ Of fluid transport. The advantages of these mixers are a
ratio, the micro-scale fluidic devices present unique and very ~ simpler fabrication process, but, in spite of this, their mixing
different physical mechanisms in comparison to the  efficiency can approach that of the active mixers.
macroscopic ones. Unlike the mixing effect in microfluidic In the literature, the different mechanisms of mixing can

devices is often achieved by the convection influences, the  he found due to the different structures of passive mixers as
microfluidic ones rely on the external turbulences, and/ or follows:

novel microstructures at micro-scale dimensions to increase
the transfer efficiency. In microchannels, the flow rates of
fluids are very low, while the flows are basically in the
laminar regime with the Reynold number lower than 1. It

(i) flow lamination by using various geometries of
micromixer such as T-mixer or Y-mixer or zig-zag or multi-
layer mixers [11-13];

indicates that the mixing of fluid flows is significantly (ii) chaotic mixing by using stretching or folding [14—
dependent on the diffusion mechanism at very low mixing 15];
efficiency. It is crucial to enhance the mixing efficiency to (iii) split and recombine concepts by using complex

fluidic systems, in general. Therefore, the mixing efficiency  stryctures, and curved or non-straight channels [16].
can be considered as one of the most fundamental challenges

and a key parameter for a micromixer. A wide variety of Various micro-structures and optimized structural

dimensions of the microchannels are often investigated to
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maximize the mixing performance of passive micromixers
by decreasing the diffusion path, or manipulating the laminar
flow within the channels, so the enhancement of chaotic
advection can be realized. However, the extent of mixing is
not deeply studied by theoretical/numerical calculations
throughout the wide spectrum of studies on microfluidic
mixing. Just a few studies specifically investigated the
influence of geometrical size; position and density of novel
shapes affect the mixing performance.

In the present work, serpentine mixers with and without
concave grooves were studied, compared to the conventional
Y micro-structure, and then their mixing performance was
investigated by Finite Element Method (COMSOL
Multiphysics). The different obstructions were simulated,
optimized, and designed for real chip micromixers. In our
study, various theoretical studies of influencing parameters
will be specifically considered to form a solid basis for the
real fabrication in the next steps. The design of such mixers
employed twisted microchannel systems in order to increase
the fluid transfers inside the pump while reducing the sizes
and operation time. The grooves are intentionally added
along the microchannel to increase the chaotic advection and
facilitate the mixing process.

1. MIXING STRUCTURES

The serpentine micromixers are passive micromixers
with 2 inputs and 1 output and are shown in Fig. 1. Both of
these were designed to overcome the disadvantages of
passive mixers and active mixers with their simple design,
easy fabrication, and relatively high mixing efficiency. The
channel has a depth of 50 um and a width of 300 pm. The
design employed the twist and turn structure with the radius
of each twist being 525 pm as in Fig. 1 (a).

This meandering design helps lengthen the microchannel
while maintaining the compact size of the device so that it is
suitable for miniature devices. The serpentine mixer with
added obstacles as in Fig. 1 (b) was created by introducing
the bulkheads into the microchannel as in Fig. 1 (c). These
bulkheads have a width of 40 um and a length of 140 pm.
These obstacles were expected to increase the mixing
efficiency of mixers by adding more chaos to the system.

Inlet 1 (| 0 %

Inlet 2

| EH i
| RN

Added Obstacles

) N

(b) c)

Fig. 1. Design of two serpentine micromixers (a) without; (b)
with grooves; (c) zoom in to U-folded channel of (b)

TABLE I. PARAMETERS OF SERPENTINE MIXERS

Parameters Symbols Value
Folding length d 1050 um

Groove’s width Wy 80 um
Channel’s width W, 300 um
Groove’s length | 140 pum
Gap between grooves g 100 um
Inner channel’s radius r 525 um
Outer channel’s radius r; 825 um

1. SIMULATION

In order to investigate the characteristics of the flow
inside the microchannels as well as to compare the
performance enhancement of the proposed structure,
simulation studies were performed. We used COMSOL
Multiphysics as our tool for finite element analysis, solver.
The simulation was a one-way coupling. Each inlet was fed
with a fluid flow with the velocity of 3x10-4 m/s, while the
outlet was defined by setting the pressure to be 0 Pa. Wall
condition was set to non-slip. The concentration at inlet 1
was set at 1 mol/m3, while the figure for inlet 2 was set to 0
in order to assume that the fluid at inlet 1 and inlet 2 was
different. The other physical properties used in the
simulation are shown in Tab. I.

TABLE Il. PHYSICAL PROPERTIES IN SIMULATION MODELS

Properties Value Unit
Fluid density 998 kg/m3
Dynamic viscosity 1x10® Pas
Diffusivity 0.8x1012 m¥s
Velocity 3x10* m/s

:l." & 4 W

The uncompressed flow is governed by the Navier-Stokes
equation along with the continuity equation [17]:

du
p(—-l— u- Vu) = —Vp+V-pVu

at ()]

V-u=20 2

where v is the local velocity (m/s) and p is the pressure (Pa),
u is the liquid viscosity (Pa-s).

The description of diffusion is governed by Fick’s laws,
in which the molar flux caused by diffusion is proportional to
the concentration gradient and the rate of change of
concentration is in proportion to the second derivative of
concentration of space.

Ni[ = _D['VCI' (3)
dc; 5
i @)
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Where N;, D; and ¢; is the molar flux (mol m? s?),
diffusion coefficient (m?s?), and the concentration (mol m-
%) respectively.

IV. PERFORMANCE IMPROVEMENT
VERIFICATION

In order to prove the performance enhancement of the
serpentine structure, we also conducted the simulation with
the conventional Y-shaped mixer. The concentration
profiles of both the conventional Y-shaped and the two
types of serpentine mixers are shown in Fig. 2.

mol/m3

0.9
0.8
0.7
|0.6
0.5
0.4
0.3
0.2
0.1

©
Fig. 2. Concentration profiles of (a) conventional Y-shaped mixer;
serpentine mixers (b) without and (c) with grooves

I Cutline

Qualitatively, the performance of the serpentine mixer
was improved compared to the conventional Y-shaped
mixer. As for the mixer that does not include obstacles, the
mixing capability depends solely on the diffusion of the two
liquids and thus, is subject to the contact time between the
two-liquid flows. Due to the twisted shape, the length of the
channel is considerably increased compared to the
conventional Y-shaped structure. This resulted in more time
for two liquid flows to come into contact and for the
diffusion to take place. At the outlet of the Y-shaped mixers,
the liquid was not homogenous and was basically two co-
flow streams. Meanwhile, those at the serpentine mixer and
serpentine mixer with baffles were quite uniform.
Acceptable mixing concentration was achieved at the third
turn of the channel. At the same time, the same mixing
concentration was produced right at the second turn in the
mixer with integrated obstacles. For quantitative evaluation,
the concentration values were extracted at the second turn.
In addition, we also chose the standard deviation (std) of the
data along the cutline as a metric to evaluate the
performance. The standard deviation demonstrates how
uniform the values on the cutline are. The larger standard
deviation is tantamount to a more uneven mixing while
smaller amounts mean that the mixing process is carried out
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better. Concentration values along the cutline were taken,
and the standard deviation was derived by [18]:

_ X N )2
0= FEie-) o

in which, o is the standard deviation, N is the number of
concentration values taken along the cutline, ¢; is the

. .. . 1 .
individual concentration values, and u =;Z?’=1ci is the
mean of all the concentration values.

Therefore, if the fluids are better mixed, a small standard
deviation is achieved. For the Y-shaped mixer, the mixing
performance was quite poor according to the extracted data.
The concentration varied from 0 to 1 with a deviation of
0.428 as in Fig. 3. At the cutline, the flows were not mixed
well and were still separated flows. For the serpentine
mixer, the range of the concentration values was much
narrower, ranging from 0.1 to 0.8 mol/m*® with a standard
deviation of 0.292. Thus, it can be implied that the
performance was enhanced by 1.47 times by adopting the
twisted structure. At the same time, for the mixer with the
integrated  obstacles, the minimum value of the
concentration was approximately 0.25 and the maximum
value of the concentration was 0.71, which were even
narrower compared to the previous mixers the S-shaped
mixer. The calculated standard deviation was 0.182. It can,
therefore, be concluded that the serpentine mixer with
obstacles has a mixing performance of 2.35 times higher
than the conventional Y-shaped mixer and 1.47 times higher
than the one without obstacles.

V. IMPACT OF THE GEOMETRY ON THE

MIXING EFFICIENCY

Impact of channel width in serpentine channels
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We study the influence of the width in serpentine
channels on the performance of the mixers. The geometries
of input terminals and lengths for all microchannels
investigated were fixed to the same values. The width of the
microchannel now varied from 200 pm to 700 pm to
investigate the impact of channel width. When the width of
the channel was 700 um, the mixing performance was

|

0.18

0.16

Standard deviation
o o o o
o . . .
(=] o N -
Il Il Il Il

0.06

- /N

0.02

T T T T
400 500 600 700

Channel width (um)

Fig. 4. Dependence of the mixing performance and channel
width in serpentine microchannels

T T
200 300

lowest (the standard deviation was the highest) as in Fig. 4.
However, it should be noted that due to the limitation of the
fabrication process, smaller channel width than 100 um
might not be feasible for simple methods, such as rapid
prototyping by using the 3D printer.

Impact of the length of the grooves

In the original design, with 300 um of the channel’s
width, each obstacle was 140 um long, 80 pm wide. When
fluid flow flows through the channel, one stream will collide
and be blocked by the baffles while the other one can pass
through. This creates a chaotic mixing inside the channel.
The blocked stream will have to change its direction in order
to continue to flow. As in Fig. 5Error! Reference source
not found., the blocked stream will turn 90 degrees and
merge with the unblocked one. This is where the mixing
progressed is accelerated. Streams will merge into one
another alternatively, increasing the mixing performance of
the structures. The length of the obstacles was investigated

0.28

Std of the concentartion values
o o o o o
- N N N N
[+ ] o N N (]
1 1 1 1 1

o
=
o

T T T T T
120 140 160 180 200
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T
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Fig. 5. Relationship between the grooves’ length and the mixing
performance
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Fig. 6. Influence of (a;b) groove ‘s positions and (c; d)
densities of grooves on mixing efficiencies

from 100 pm to 200 um and the standard deviation values at
the cutline are shown in Fig. 5. It can be seen that the
standard deviation of the concentration values at the cutline
decreased as the length of the obstacles increased. When the
obstacles were 200 um long, the standard deviation was the
lowest, at 0.17. Therefore, it can be concluded that the
performance is improved by increasing the length of the
integrated grooves.

Impact of the position of the obstacles

To investigate further the influence of these added
grooves, we conduct a simulation with different placements
of the grooves. To be more specific, we considered four
cases of placing grooves:

(1) two grooves were placed horizontally as in Fig. 6(a).
(2) two grooves were placed vertically as in Fig. 6(b).
(3) combined case (1) and case (2) as in Fig. 6(c).

(4) five grooves were placed uniformly as in Fig. 6(d).

The simulation results are shown in Fig. 6. We can see
that the first two cases of placement (case 1 and case 2)
produce evenly mixed results, with the mixing performance
being slightly better with the grooves in case 2. In case 3,
the performance was increased. The standard deviation of
such a case was 0.176. As the number of grooves continued
to increase, the performance was enhanced significantly.
Case 4 resulted in the highest mixing performance among
four investigated cases, with a considerable improvement of
63.4% in comparison with case 1 and case 2.
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Impact of the ratio geometries between the groove’s
dimension and the width of the serpentine microchannel
with densely distributed concave grooves.

In addition to the study on the position as well as the
dense distribution of the integrated grooved, we also
perform further studies on the impact of dimension ratio
between the grooves and serpentine microchannel. From the

1,0

——
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=
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/
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Fig. 7. Relationship between the ratio geometries between the
groove’s dimension and the width of serpentine microchannel

TABLE IIl. SIMULATED PARAMETERS OF MICROCHANNEL AND
GROOVES

W2 | Wi Standard
wm] | m] | [um] (wz /1) [ wy deviation
300 40 80 0,09375 0,25
300 | 140 40 0,053571429 0,145
300 | 100 80 0,0375 0,19
300 | 140 80 0,026785714 0,131
300 | 140 | 100 0,021428571 0,128
300 | 200 80 0,01875 0,075

optimized configuration in Fig. 6(d), which found the
highest performance among four cases, we performed a
parametric study on the width/length of the grooves and the
width of main channels. The simulated values of width and
length of concave grooves were studied while the width of
the channel was kept at 300 pm. The simulation results are
shown in Figure 7, and all simulated parameters are
indicated in Tab Ill. Similar to previous studies, the
performance was also evaluated in terms of standard
deviations of values at cutlines.

In the inserted Fig. 7, the simulation study shows that
width of the width has a neglectable impact on the
performance. Increasing the grooves’ width from 40 um to
100 um only improve the performance by 13%. In contrast
to the width, the grooves’ length has a great influence on the
mixing performance. In fact, a rather linear relationship
between the standard deviation and the grooves’ length was
achieved.

Depending on these relationships, the influence of the
ratio geometries between the groove’s dimension and the
width of the serpentine microchannel with densely
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distributed concave grooves on mixing efficiency relates to
the proportion to
Width of microchannel
(Length x Width) of groove

At the same width of the microchannel, while the length of
the groove contributes to the significant impact, the small
effect of the width groove can be increased the mixing
efficiency. Therefore, the performance of the mixer can be
further improved by increasing the grooves’ length.
However, it should be noted that if grooves are too long, it
could lead to channel clogged channels and difficulty in
fabrication due to the high aspect ratio.

VI. CONCLUSION

The serpentine mixers with the integrated grooves
have been thoroughly studied. The grooves created a chaotic
mixing inside the channel by causing flow merging. Despite
the more complexity in the fabrication process, the proposed
mixers with grooves increased the mixing performance by
2.35 times compared to the conventional Y-shaped mixers
and 1.47 times compared to the ones without grooves. The
dependences of the mixing performance on the grooves’
width, position, and channel width were also studied, and
the relationships were found. In the future, we will fabricate
the proposed micromixers and conduct experiments to
validate the simulation results. With the obtained results, our
mixers have the potential for lab-on-a-chip systems with
outstanding advantages.
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Abstract: In this paper, a discrete second order linear model is used to describe the piezoelectric actuated stage.
To suppressing the hysteresis phenomenal of the piezoelectric actuated stage, this paper proposes a tracking
control with model predictive technique. The proposed controller is successful in mitigate the nonlinearity of
piezoelectric actuator at low frequency. The experimental results verify the feasibility of the proposed

method.
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l. INTRODUCTION

Piezoelectric actuator (PEA) are applied in the high-
precision devices and ultra-precision positioning field, such as
optical equipment, scanning narrow tunneling microscope,
and photoelectric imaging processing systems, because of
their rapid response speed, strong actuated forces [1,2].
However, the accuracy of PEA is damaged due to the
hysteresis phenomenon [3]. To solve this problem, various
modeling methods have been proposed to detect the hysteresis
of the piezoelectric actuated table, which mainly include the
differential equation-based models and the operator-assisted
models. So far, the Duhem model, Bouc-Wen model are the
most common differential equations-based models [4]. For
example, Lin et al. [6] conducted in-depth research on
generalized Duhem models. In [7], the Bouc-Wen model was
used to represent the hysteresis nonlinearity of the
piezoelectric actuated stage and achieved the great results. The
Preisach and Prandlt-Islinskii (PI) are two representative of
hysteresis operator-assisted models. The Preisach model
describes the hysteresis nonlinearity by the supper position of
series of Preisach operators with the values of 0-1 [8-10]. The
Pl model used two basic operators of Play and Stop [11].

Based on the aforementioned hysteresis models, some
control techniques have been developed, trying to eliminate
the hysteresis effects and granting high-precision tracking
control for the piezoelectric actuators, such as the a
multivariable compensator for the hysteresis. The
compensator is based on the combination of the inverse
multiplicative structure with the model [12]. Liu et al. used a
fusion of unknown direction hysteresis model with adaptive
neural control techniques [13]. Li et al. utilize the so-called
Preisach plane, the Preisach model is re-expressed into a
control-oriented form, in which the input signal is explicitly
expressed [14]. Nguyen et al. [15] use a discrete-time quasi-
sliding-mode control with a new sliding variable to reduce the
effects of the hysteresis nonlinearity. Shan et al. [16] proposed
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a robust output feedback controller to degrade the hysteresis
nonlinearity. He et al. [17] presented adaptive law to estimate
the input hysteresis which is formulated as a linear desired
input and a “disturbance-like” term. Ge et al. [18] proposed a
hybrid controller included of inverse Preisach model as
feedforward compensation and PID control to enhance the
tracking accuracy for a piezoelectric actuated system.

This paper adopts a discrete second order linear system to
modeling the PEA. Parameters of the model are identified
using least square method. Furthermore, the model predictive
control method is employed on the linear model to control the
PEA. Experiments on PEA are conducted to verify the
effectiveness of proposed method.

This paper is organized as follows. In the Section 2, the
PEA is modeled by a discrete second order linear systems. The
design of the model predictive control law is presented in
Section 3. Experimental setup and experimental results are
shown in Section 4. Finally, the conclusion is in Section 5.

Il. MODELLING THE PEA SYSTEM

This section proposes a PEA model derived by linear
system modeling method [19]. Afterward, the parameters of
the model are identified based on statistical method and
assumes that objectives are black-boxes. The obtained model
is simple and can be used as a nominal model of model-based
control methods. It should be noted that nonlinearities of
PEAs is neglected because this is only the linear system
modelling method. In this identification, Auto-regressive
exogenous (ARX) model is applied because ARX model is
suitable for least square method and is usually used for system
identification. The identified PEA discrete model G(z) has

second-order denominator and first-order numerator
polynomials, and is expressed as follows:
-1 -2
G(z) =72 = TaZ_pet &)

Y(z)  1+qiz—l+qyz—2
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where Y(z) is z-transformation of PEA displacement;
X (z) is z-transformation of applied voltage; and py, p2, 41, 92
are model parameters.

Equation (1) can be rewritten as
y(k) =pix(k = 1) + px(k —2) —q1y(k = 1)
—qy(k —2)
=ep 2
e()" = [x(k — 1), x(k — 2),y(k — 1), y(k —
2)].p = [p1, P2, —q1,—q-]7 is the parameter vector which is

where

to be identified; Equation (2) is linear, so the vector of p can
be readily identified by using the least squares method as
follows.

Let N be the number of sampling cycles for input and

output data. Define

e(N)” y(N)
L(N - 1)T] y(N—-1)
A= : andY = : , 3)
e()” y(1)
e(0)” y(0)
they give:
p=(ATA)ATY (4)
The input x(k) = 20 % (—0.06  k = 0.0005 +

1.1) sin(2 = * k * 0.0005 + 3 *r/2) + 1.1 is applied to
the PEA for identification, the sampling time period is chosen

as 0.0005 s. Fig.1 shows the input signal and measured output

signal.
50
ST
0
0 1 2 3 4 5
40
5
EX
g 20 N N A ~ A
o
AVAVAVAVAVAVAVAVAVA
0 1 2 3 4 5
Time (s)

Fig. 1. Input and output signal for identification

First, by using least square method, the values of p;, p,,
q., and g, are approximated. Afterwards, the identified
parameters are validated by comparing the input-output
relationship of the model and of the PEA. During this step,

the parameters can be manually refined if required.
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As the result, the identified parameters are shown in table

TABLE |. IDENTIFICATION RESULTS OF LINEAR PEA MODEL USING LEAST
SQUARE METHOD.
Parameters 12 D, q1 q2
Value 0.0262 0.0077 -0.9549 0.0167

.
Model predictive control (MPC) is an advanced method

MODEL PRIDICTIVE CONTROLLER DESIGN

of process control [20]. Model predictive controllers rely on

dynamic models of the process; most often are

linear empirical models obtained by system identification.
The main advantage of MPC is the fact that it allows the
current time step to be optimized, while keeping future time
steps in account. This is achieved by optimizing a finite time-
horizon, and then only the current time step is implemented.

Fig. 2 shows the basic structure of MPC.

Reference
. raj r
Past inputs trajectory
and outputs
+
™ Linear
Model . i
Predicted
outputs
Future
inputs
Optimizer (PP
Future
errors

ost
function

Fig. 2. Basic structure of MPC

Model Predictive Control (MPC) is a multivariable control
algorithm that needs the following information:
(11) Internal dynamic model of the process.
(12) History of past inputs and outputs.
(13) Optimization cost function P over the preceding
prediction horizon, to calculate the optimum control inputs.

The optimization cost function is given by:

Np

P = 5D+ ilk) = yalk + i)’

+ 3% o) (A% + i) (5)
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where$(k|i) is the i step predicted output from time k,
v, (k|D)is the it step reference signal from time k, Az (k|i) is
the difference between i step predicted input from time k
and control input at time k, Ny is the number of predicted
steps; 9 and ¢ are weighting coefficients.

The transfer function (1) is changed into state space as
follow:

y(k) = —q1y(k — 1) —q2y(k —2) + pyx(k — 1)
+p2x(k —2) (6)
Denote x; (k + 1) = x,(k) = y(k), it gives

{xl(k +1) = x,(k)
X, (k +1) = —ayx, (k) — ayx, (k) + byu(k) + byu(k — 1)

O
Introduce new state x(k) = x(k — 1) + Ax(k), Equation

(7) becomes

x,(k+1) 0 1 0 x, (k) 0
x(k+1)| = I—az —-a, b +b, x,(k) |+ |by| Ax(k)
x(k) 0 0 1 x(k-1)] Lo
x4 (k)
y)=1[0 1 0] [ x2(k) ®)
x(k—1)
0 1 0
For simplicity denote A = (—a, —a; by + by|,
0 0 1
0
B = bllandC=[0 1 0]
0

In this paper, 3 steps ahead are predicted. It means N = 3.

Now, the predictions along the horizon are given by

yk+1) CAz(k) + CBAx(k)
yk+2)|= CA2%(k) + CABAx(k) + CBAx(k + 1)
Pk +3)]  |CA3R(k) + CA2BAx(k) + CABAx(k + 1) + CBAx(k + 2)
cA B 0 o[ 4x(
= [CAZ] (k)| caB cB 0 ] Ax(k + 1) 9)
cA cA2B cAB CBl [Ax(k +2)
CB 0 0 CA
Denote D=|CAB CB 0 ;. E=|cA?|
CA’B CAB CB CcA3

the solution that provides the optimum input difference as:

Ax (k)
Ax(k+1)| = (DD + e)7DT(y, — Ex(K))
Ax(k + 2)

The matrices D and E can be easily calculated by

(10)

g1, 92, P1, P2 from table 1, The weighting coefficients are

chosenas9(i) = 1and ¢ = 0.1.

IV. EXPERIMENTAL RESULTS

The PEA using for experiments is PFT-1110. The
displacement is measured by the 2nm resolution noncontact

capacitive  displacement sensor (PS-1A  Nanotex).
Input/output data are handled by an interface board AlIO-
163202F-PE installed on PCI-Express bus. The control
program is implemented on computer in C language

The experiment is conducted to verify the effectiveness of
MPC controller with the sinusoid trajectory at three
difference frequencies.

Fig. 3 shows the control input for the experiment at 1 Hz.

The tracking result is shown in Fig. 4. The maximum output

error is 3%.
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Fig. 3. Control input for in MPC (1 Hz) (3 predictive steps)
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Fig. 4. Tracking result for MPC (1 Hz) (3 predictive steps)

Fig. 5 shows the control input for the experiment at 10 Hz.
The tracking result is shown in Fig. 6. The maximum output

error is 7%.
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Abstract: Firstly introduced in the 1980s, multi mobile robot systems (MMRS) have been rapidly developed in research activities and
practical usage. Based on a swarm of mobile robots with the ability to plan, coordinate tasks and organize operations, a MMRS has
many advantages compared to a single robot, such as space coverage as well as operational efficiency. They can successfully handle
complex tasks that a single mobile robot lacks the ability to perform. In this article, we introduce a specific application of MMRS in
the items distribution system of the warehouse or the fulfillment center. For this use case, the "'collective' feature of the MMRS is
exceptionally well-suited to the requirements of warehouse management systems, being able to simultaneously handle multiple tasks
with fast delivery speed, reduction of inventory time, flexible quick adaptation with the warehouse reconfiguration and the goods
arrangement. This application is speedily growing with many applicable solutions and proposed models in recent years. State of art
solutions were combinations of the mobile robot and the human staff, the mobile robots moving in 2D or 3D space carrying a package
of goods or the whole storage pod. The number of robots can be hundreds to thousands to cover different area types: from mini-mart
storage to huge fulfillment centers. The MMRS herein can be integrated with new technologies: cloud computing, 10T, artificial
intelligence and high-end sensors, actuators, embedded computers to improve not only the functions of each robot but also the
features of the whole system. We also surveyed this MMRS application in Vietnam in order to realize its prospects.

Keywords: multi robot system, multi mobile robot system, mobile robot, distribution system of warehouse, fulfillment center

Existing works mostly are exploration, mapping and
I. INTRODUCTION navigation; surveillance and target tracking; search and
The initial concept of multi-robot system (MRS) was  retrieve or prosecute; formation control. Moreover, there are
formed in the late 1980s along with several works in the  also logistics and transportation; service robotics in both
distributed robotic systems and the research objects are mobile ~ public and private domains; exploration in hazardous
robots. Since then, there are a lot of issues and topics are ~ €nvironments; entertainment areas, etc. The application fields
considered to look into, for example, biological inspirations; ~ are not only on the ground but also in the water and space.
communication; architectures; task allocation and control;
localization and mapping; exploration; object transport and
manipulation; motion coordination and control; formation - MRS has a better spatial distribution to cover a large area;
control; reconfigurable robots and multi-agent robots; multi-
sensor fusion and so on [1], [2], [3]. Generally, MRS is a set
of many robotic units that are integrated with advanced
technology, embedded computers, smart sensors, and state-of- - MRS provides a sustainable solution with fault tolerance,
art communication networks. They can share tasks to achieve  redundancy, reliability, flexibility, scalability;
a common goal by exchanging information, coordination and
cooperation during the operation. The robots may operate
under the same environmental conditions and are capable of
performing complex and difficult missions that are not
accomplished by a single robotic unit. Moreover, MRS can Multi mobile robot system (MMRS) is a subset of MRS,
achieve redundant ability and the robots may perform the  which mainly consists of mobile robots. The MMRS can be
assigned tasks in a reliable, fast and cost-saving way in terms  classified into collective swarm systems and intentionally
of the total system. cooperative systems [6]. In the former, each unit can perform
Darmanin and Bugeja [4] indicate several major its own task and require a little knowledge of other members.

application areas of MRS: surveillance, search and rescue; ~ Based On the homogeneous structure and configuration, the

foraging and flocking with swarm-based systems; formation units of the collective swarm system can act as the redundant
and  exploration;  cooperative manipulati(;n' team units when the others stop working. There are some features

heterogeneity; adversarial environment. Rizk and et al. [5] Pfiﬂe COIIfCtiV.e swarrp systems, anluditngﬂghe nun;berfof u_r:it§
surveys the application fields of heterogeneous MRS in the system is very large (maybe up to thousands of units);

according to the task complexity and the levels of automation,  Scalé can be changed easily, such as the coverage area or the
number of active units; high redundancy because of the

The advantages of MRS over a single robot are as follows:

- MRS achieves gradually better performance, such as
shorter completion time of a task, less energy consumption...;

- MRS offers lower costs by using low-cost robotic
elements to complete jobs that require a high-cost, complex
robot to perform.
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homogeneous configuration and structure, Fig. 1 displays the
collective swarm systems in the Amazon fulfillment center. In
the latter, each unit in the intentionally cooperative system has
to acquire the information of the other members nearby and
they work together based on their conditions, abilities and
capacities to achieve the goal. The intentionally cooperative
system can be extended to robotic elements with different
configurations.

Fig. 1. MMRS in an Amazon fulfillment center

We aim to introduce about a specific application of
MMRS which is goods transportation in warehouses in this
paper. The rest of the article is organized into five sections as
follows. In Section Il, we present an overview of warehouses
and their evoluton; how suitable MMRS is for warehouse
operations. Subsequently, Section IIl introduces some
dedicated case-studies based on their unique features and
Section IV describes several key technology approaches that
help MMRS to fit this application. Afterwards, we introduce
some activities concerning MMRS in Vietnam in Section V
and, finally, Section VI contains some conclusions.

Il. WAREHOUSE OVERVIEW

A warehouse is a building where large quantities of goods
are stored, especially before they are sent to shops to be sold
and it can be used by factories, importers and exporters,
distributors, transport companies, etc. Warehouses usually
have a large floor area, located in industrial areas or suburbs
of cities or residential areas. After introducing mass
production and supply chain in the late 1920s, the warehouse
has evolved to new forms to fulfill the advanced product
distribution approaches. Two of those evolutions are
distribution centers and fulfillment centers.

A distribution center is a type of warehouse used to store
goods for distribution to wholesalers, retailers, or possibly
directly to consumers and is the essential component of the
supply chain nowadays. Distribution centers are the hubs to
stock a large number of products and are sometimes acted as
fulfillment centers. A fulfillment center is a type of warehouse
specializing in packaging orders and can bring goods directly
to the consumers. It is the last component of the supply chain.

TABLE I. WAREHOUSE COMPARISON

Traditional warehouse Distribution/Fulfillment Center

Store the maximum
amount of all goods at
any time, anywhere:

Store the right amount of the right kind of
goods in the right place and at the right time:

- Store goods only - Besides storing goods, provide other value-
added services such as mixing, fulfilling

order, packaging, etc.
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Traditional warehouse Distribution/Fulfillment Center

- Long storage time and
slow delivery speed

- Short storage time and fast delivery speed

- Customer-oriented, be an efficient
connection between suppliers and customers

- An efficient storage
place for goods

- Simple operations - Complex operations, often equipped with
the latest technology for management, order

processing, transportation, etc.

Distribution/fulfillment centers are continuously playing
an important role in the development of human society to
shape the flow of goods from the suppliers to the consumers
through the supply chain. The major different things of those
centers from traditional warehouses are mentioned in Table I.
Normally, goods are stored temporarily in a short time and
delivered to the retailers or directly to the consumers as soon
as possible. Nowadays, there are many state-of-art
technologies or high technology solutions to be applied in the
distribution system of warehouses or other systems to cut
operating costs and improve operational efficiency. They are
two crucial factors to impact the evolution of these types of
warehouses and MMRS is considered as one of the key
solutions to transport goods in the warehouses.

MMRS can provide quick deployment in a short time, less
than six months depending on the size of the warehouses.
Besides, flexibility is another important feature because
MMRS can reconfigure itself easily with a small amount of
required time, enlarge or reduce the number of active units
according to actual operation in the warehouse. The
consequences of the quick deployment and the flexibility are
lowering the initial investment costs as well as reducing the
reinvestment costs in the future.

MMRS also has the ability to handle multiple tasks
concurrently by distributing tasks to each unit and managing
the operation of the system. In combination with a reasonable
arrangement of goods in the warehouses, MMRS can help to
reduce the transportation time and improve the performance
of the distribution system of warehouses then. On the other
hand, MMRS can be used to rearrange goods between areas in
the warehouse to optimize the storage space.

11. MMRS IN WAREHOUSE 'S TRANSPORTATION

The usage of MMRS as service robots in logistic
application has increased sharply in recent years. The
statistical data from IFR shows the growth rate is about 40%
in 2018-2020 period and will reach 259 thousand units in
2023, top 1 application of service robots [7]. We introduce
some exciting MMRS solutions in this section, such as Chuck,
Fabric's MMRS, Skypod and Kiva, as follow. All of them
have several unique features to improve the goods
transportation activities. Table Il demonstrate the difference
between all four solutions.

TABLE II. MMRS COMPARISON
Chuck Fabric's Kiva Skypod
robots (Amazon
Robotic)
payload up to 90 less than up to up to 30
(kg) 10 hundreds
navigation optimal optimal virtual guideline | optimal virtual
method free way (reference marks) guideline
(SLAM- (SLAM-
based) based)
collision yes
avoidance
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movement 2D (flat floor) 3D (flat/
direction inclined
floors, climb

up/down)

equipped yes no

bin/racks ™

associate ™ with with no

pickers elevators

*1. The mobile robots have already equipped the
bins/racks during the operation.

*2: The mobile robots can work together with people or
other units.

Chuck is a solution of collaborative mobile robotics to
cooperate with humans when processing tasks in the
warehouse, such as picking, counting, replenishment and
sorting goods. The robot leads the coworker and notices the
quantity of goods to be handled during the task. This solution
is developed for the fulfillment centers by 6River Systems
(6RS), a US-based start-up company founded in 2015 [33].
Chuck is integrated with cloud-based software that allows
optimal performance, the working time as well as the walking
distance, and provides real-time management and monitoring
activity. Machine learning algorithm and artificial
intelligence-based software are used for path planning and
movement. The robot can move completely automatically
along the corridors in the warehouse and it can deal
successfully with any arising uncertainties, such as slow down
during over-crowd situation and obstacle avoidance. The
robot equips several modular rack configurations to be able to
store different types of goods and can handle up to 90.7 kg.
The initial investment cost of the Chuck system is about
250,000 USD for a group of 8 robots and the operating cost is
about 50,000 USD per year [32].

A micro-fulfillment solution for online grocery or
convenience retailers is developed by Fabric, an Israeli start-
up company founded in 2015, and it is heavily based on
specialized MMRS to transport goods in the storage [34]. The
micro term aims to fulfillment centers, whose areas are less
than 1000 m2 and install very dense storage racks. The
reference marks are installed across the warehouse floor every
few feet to provide the virtual guideline for the movement of
the mobile robots. The robots are very small and move around
in the warehouse to carry the storage baskets, which are picked
by the lift robots, to the packing zone. The associates pick the
order items and the baskets are returned to the storage racks
by the robots then. Due to the dense storage racks, robots can
move not only in the corridors between racks but also under
the racks. Fabric offers this solution to allow retailers to
develop online services with the stores located inside or
nearby the town or residential areas, thus shortening the
delivery time. The storage can be converted from the
underground space or the basement of the building.

The Skypod system developed by Exotec, a startup
founded in 2015 in France, is to process the orders in very
large fulfillment centers. The robots are designed to be able to
not only move on flat or small inclined floors but also climb
up and down the storage racks by using the special guides
mounted along with the racks [35]. This movement approach
is to maximize storage space, such as increasing the rack
height as well as the density of racks. When moving on the
warehouse floor, the robot uses the virtual map navigation
method (SLAM) to locate its positions and detect the obstacles
or the other robots. The management software arranges virtual
paths for the robots across the floor to manage the operation
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smoothly and adjusts its scale according to the order-
processing requirement through real-time reconfiguration in
the software. The maximum carrying capacity of the robot is
about 30 kg, including the weight of the bin.

Kiva Systems, a US-based startup founded in 2003, has
developed a concept of the distribution system using a very
large number of mobile robots (hundreds to thousands of
units). The robots bring the goods to the desired location to
process the order instead of workers moving and picking the
goods in the storage. This idea is to save the daily walking
time and reduce the number of workers in the warehouse. Kiva
Systems was acquired by Amazon and deployed in the
Amazon fulfillment centers. Amazon had deployed more than
200,000 robots in 26 fulfillment centers, out of its 175 centers
worldwide, together with hundreds of thousands of human
workers by the end of 2019. Those systems allow Amazon to
deploy the Amazon Prime service to meet customers' fast
delivery requirements. These new technologies increase the
company store up to 40 percent more inventory and also help
the pickers' jobs easier. The robots raise the average picker’s
productivity by around three or four times [36]. The success
of Kiva affects the implementation of mobile robots in
distribution facilities, a multi-billion dollar market, leading to
the appearance of many startups in this field around the world.
It indicates that robotics and automation can not only create
new markets but also revolutionize established ones as well,
here is logistic and goods distribution services [8].
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Fig. 2. Typical layout of Kiva installation in fulfillment center

The Kiva solution consists of two main units: storage
racks, inventory pods, and mobile robots, drive units. The
reference marks are installed as a grid across the warehouse
floor to provide the virtual guideline for the movement of the
mobile robot. The mobile robots have small compact
structures to fit under the inventory pods. They also integrate
lifting mechanisms that allow them to lift storage racks off the
ground and transport them to the stations around the
warehouse perimeter. They only bring the correct racks to the
stations where a worker picks the desired products to fulfill
the orders. After finishing the picking process, the robot
delivers the rack to an empty location in the warehouse and
waits for a new transport request. Fig. 2 shows a typical layout
of a Kiva installation in a warehouse/distribution center [9].
This process can be taken simultaneously by many mobile
robots to fulfill the orders continuously in real-time. The Kiva
system architecture allows to create operational flexibility,
reduce the number of the stations as well as the robots
according to the demands of the warehouse operation.

IV. TECHNOLOGICAL APPROACHES

As discussed in Section 1, MMRS fits the warehouses for
goods transportation. There are some technological
approaches implemented in MMRS to take important roles so
that those systems can provide quick deployment, flexibility;
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reduce the transportation time; improve the performance
through multi-tasking capability. In our point of view, these
technological approaches are path planning, task allocation,
localization and navigation. Later, we present them in detail
with some insight discussions, especially path planning and
task allocation.

A. Path Planning

Path planning aims for movement from initial positions to
reach goal positions with collision-free motions. Each robot
must deal with not only static obstacles, if any, but also
dynamic ones, which are other robots or human. A good path
planning approach is expected to achieve several optimal
goals, such as time, energy, system performance, etc.
According to [10], the path planning approaches are classified
into several groups: heuristic, artificial potential field (APF),
artificial intelligence types, behavior decomposition, cased-
based learning, and rolling windows. Considering the
coverage path planning (CPP) of multi-robots [11], the path
planning approaches are classified into grid-based search,
geometric, reward based, near best view, random incremental
planners.

[l Obstacles
[@ Robots
[ Tasks

Fig. 3. Warehouse layout in [18]

In 1985, Artificial Potential Field (APF) was firstly
introduced to handle obstacle avoidance by using a
differentiable real-valued function, called a potential function,
that guides the motion of the robot [12]. The function typically
consists of two elements: attractive element and repulsive
element. The former pulls the robot towards the goal, and the
latter pushes the robot away from the obstacles. Based on the
gradient of the potential function points in the direction that
locally maximally increases, the robot can set a necessary path
to move towards the goal. Since then, there are many
variations of the APF to be proposed to solve the collision-free
path planning. Some of them try to have a new addition in the
repulsive element, for instance, a regulative factor based on
the shortest distance between the robot and the target [13], a
constant gain determined by experience [14], all repulsive
force generated by other nearby robots [15]; or in the attractive
element, such as a minimum threshold value [16].
Modifications of the potential function are also introduced, for
example, a random factor [14], a rotating potential field [17],
two additional elements: excitation and relaxation [18]. Fig. 3
displays the warehouse layout in which the path planning is
implemented. All the modifications aim to improve the
performance of the APF method to mostly avoid the collision,
avoid local minimum, and suppress oscillation.
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Besides APF, artificial intelligence and population-based
approaches are used frequently to solve the path planning
problem. The former is mainly reinforcement or deep
reinforcement learning. The first introduction of the latter was
particle swarm optimization (PSO) for the optimization of
continuous nonlinear functions [19]. It is a simulation of a
simplified social model of bird flocking, fish schooling. Each
agent (particle) moves around the space evaluating the
positions and remembers its own best position. Meanwhile,
other agents also knew the globally best position that one
member of the flock had just found. They adjust movement to
converge on that position. Some recent improved PSO is
proposed to compute an optimal collision free path for each
robot: the IPSO [20] with two evolutionary operators (EOPS),
multi-crossover inherited from the genetic algorithm, and bee
colony operator; the multi-objective particle swarm
optimization (MOPSO) [21] with the probabilistic window to
combine the current information obtained through the robot
sensors and experiences of the previous robots by assigning a
probability to the reachable positions; the cooperatively
coevolving particle swarm optimization (CCPSO2) [22] to
solve the multi-robot persistent coverage and cooperative
coverage. Together with PSO, there are several recent
proposed evolutionary methods to adopt to path planning,
such as artificial bee colony (ABC) for neighborhood search
planner [23], combined invasive weed optimization (IWO)
technique along with a firefly optimization algorithm [24], ant
colony optimization (ACO) for obtaining the optimal path,
which contributes to minimizing the energy/time consumption
[25], a hybridization of kidney-inspired (KA) and sine—cosine
algorithm (SCA) for path planning [26], a genetic algorithm
(GA), using four operations: selection, mutation, evolutionary
reversal, and slide [27].

B. Task Allocation

According to [6], an MMRS mission is defined as a set of
orders (tasks) that must be fulfilled completely in the
warehouse. Each incoming order can be further broken down
into a list of items as independent subtasks or hierarchical
subtask trees or roles-based by automated planners or
designers. After that, the task assignment or task allocation
(MRTA) is implemented based on several factors, such as the
number of robots needed to complete an order, the number of
items that one robot can complete in a desired amount of time,
the relation between the order/item and the time window in
which the task is distributed to the robot, etc. So, the
classification of task allocation is described as follow:

- Single-robot tasks or subtasks (SR), to be performed by
only one robot at a time,

- Multi-robot tasks or subtasks (MR), to be performed by
more than one robot at the same time,

- Instantaneous assignment of tasks or subtasks (1A), to be
assigned at once,

- Time-extended assignment of tasks or subtasks (TA), to
be assigned in the future.

When the intelligent warehouse receives simultaneous
multiple customer demands, the MMRS can be considered as
multi-task robots facing dynamic multiple customer demands.
Normally, in order to execute task allocation effectively, the
warehouse can be simplified as following assumptions [28]:

(1) Each unit is equipped with the necessary sensors for
detecting the environment.

(2) Each unit can only run in four directions i.e. up, down,
left and right.

(3) The units and tasks are identical to each other.
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(4) Units are independent when performing tasks.

(5) The maximum completion time and total completion
time of a unit are measured by its movements (the shortest
distance between the start and end points).

(6) The runtime between the packaging station and the
racks is fixed.

(7) Units are executing tasks without considering collision.
The proposed approaches are based on the PSO to solve multi-
order task scheduling and path planning for MMRS.

Several proposed methods were introduced recently. Task
allocation can be solved together with path planning by using
the algorithm based on PSO [28]. The nearest-neighbor based
Clustering And Routing (nCAR) algorithm is presented in
[29] to allow picking more than one object on a single run to
improve the SR task. Therefore, the overall travel time of the
robot is reduced. The combination of Monte Carlo Tree
Search (MCTS) methods and the decentralized planner is
introduced to warrant the scalability, flexibility and robustness
of the MRTA for MMRS, especially when the number of
robots is very large [30].

TABLE IlI. NAVIGATION TYPE COMPARISON
Tapes Spot/ Laser/ SLAM
Inertial Target
route type fixed route | fixed route free route free route
localization | fixed mark | fixed mark/ | fixed mark/ software
software software
speed limited high high high
installation time time quick quick
consuming | consuming
modifica- time time easy easy
tion consuming | consuming
accuracy very good very good good quite good
cost low low to high high
medium

C. Localization and Navigation

The first navigation/guidance solution was proposed in
1953 by Arthur “Mac” Barrett, using a guidewire system.
After one year, the first self-driving tractor was built and was
able to move around guided by a guidewire. The navigation
technology has also changed rapidly since then and became
more and more mature. When navigating, the mobile robot
can locate itself and obstacles as well as other robots. The
navigation methods can be divided into two broad groups
[31]: fixed route guidance methods and free route guidance
methods. The former are mature technologies:
electromagnetic wire, optical or magnetic tape, and fixed
spots. The latter are an inertial guide, ultrasonic guide, laser,
vision, and GPS which are based on advanced technologies
and have very excellent prospects. Navigation selection is
very crucial for the implementation of an MMRS. Mobile
robot navigation consists of several methods to improve
accuracy, stability, and flexibility. Spot/inertial navigation
normally is the combination of spot method, inertial guide,
and vision; SLAM usually consists of ultrasonic guide, laser,
and vision. When operating in the outdoor environment, GPS
is equipped to enhance navigation. Table Il presents the
difference between several well-known navigation types that
can be implemented in warehouses. Fig. 4 displays four
navigation types: tapes on the right bottom, spot/inertial on the
left bottom, laser/target on the left top, SLAM on the right top.
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Fig. 4. Four navigation types [37]

V. MMRS APPLICATIONS IN VIETNAM

Robots and mobile robots are fascinating research areas in
Vietnam. According to the database of National Agency for
Science and Technology Information, the research activities
have mostly focused on the solutions of the single mobile
robot [38]. Their applications are household appliances, goods
transportation, healthcare, and agriculture. A few projects of
MMRS have just been announced in recent years, the Vibot
system of Le Quy Don University as well as the Green
Phoenix project of the Phenikaa Corporation. They intend to
develop a multi-mobile robots system for transportation in the
isolated infectious diseases areas in hospitals or medical
facilities.

Management Center
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Robot Robot
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Fig. 5. System architecture of ImeBots

ImeBots is another MMRS project, which is under-
development by Institute of Mechanics, Vietnam Academy of
Science and Technology. The system architecture of ImeBots
is displayed in Fig. 5 which has ten units (mobile robots) and
one Management Center. All units can communicate with
each other and the Center by using an ad-hoc wireless
network. The Server aims to collect and store operation data
only. It works independently from the other stations, the
Supervision & Control Station (SCS) and the Supervision
Mobile Station (SMS). The SCS performs the monitoring and
global control functions of the entire system, including
operations of all robots. Besides, the SMS performs the
monitoring functions only and it can be moveable along with
the operator.
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The concept of ImeBots is to handle the goods
transportation during order fulfillment in the warehouse with
the objective function is time-consuming reduction and some
boundary conditions: shorten travel distance, energy-saving
etc. All units can move unlimited around the warehouse, even
below the storage racks. They carry the required racks along
corridors to the picking stations which are located on the right
as displayed in Fig. 6. After the pickers finish their goods-
picking, the mobile robots return the racks to original
positions and start to process the next delivery task. Task
allocation and path planning are critical to ImeBots so that
each order can divide successfully into tasks and each task can
assign to each unit. In principle, each robot can have its free
will to handle local control by itself within the boundary of
global control. All units execute optimally their own tasks in
parallel based on path planning algorithms together with the
virtual guideline with reference marks. They also share their
positions and operation states to other units and the SCS, SMS
through an ad-hoc communication network. Then, all units
can update their own map during the navigation. Considering
the ImeBots concept, the movable storage racks should be
arranged in rows and also created corridors to allow robot
access, as displayed in Fig. 6. The robot identifies the required
rack using computer vision, carries it by lifting and moves
along the corridors.

OOAOR

[j =
]

Fig. 6. Warehouse layout

V1. CONCLUSIONS

MMRS has the features and capabilities to be
extraordinarily well-suited to the requirements of order
fulfillment process in the warehouse. They are able to
simultaneously handle multiple tasks with fast delivery speed,
reduction of inventory time, flexible quick adaptation with the
warehouse reconfiguration and the goods arrangement.
Although this application is quickly growing around all over
the world, but being very limited in Vietnam. Therefore, we
can expect the development of a similar system in the future,
along with the exceptionally rapid development of e-
Commerce in Vietnam.
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Abstract: The applications of carbon fiber material are growing strongly in recent days and it obtains a lot of interest in research
and development in satellite technology. Its significant advantages over conventional metal materials (such as steel, aluminum,
copper...) are lightness, higher durability and the flexibility in constructing complex structures. In this paper, the possibility of
using Carbon Fiber Reinforced Polymer (CFRP) is studied for the design and manufacture of a commonly used satellite ground
station antenna topology - the parabolic reflector. The proposed antenna system consists of the reflector and an axial-mode helical
radiating element working as the feed antenna, which allows transmitting and receiving circular polarization waves for satellite
communication. The feed antenna and the simplified model of the CFRP reflector are constructed and simulated by
electromagnetic simulation software for analyzing the electromagnetic properties in 3D wave propagation environment.
Furthermore, to evaluate the effects of the CFRP material to the electrical properties of the antenna, an experimental sample has
been created and its directional conductivity values are measured using the four-probe method. In order to mimic the isotropic
conductivity of the metal material, the four laminae topology of CFRP is designed, in which, the directions of the carbon fibers in
each laminate are 0°, 45°, 90° and 135°, respectively. The laminae have been bonded together by epoxy resin, then being molded to
form the parabolic reflector. The simulation and measurement results of the important antenna parameters such as input reflection
coefficient (S11) and impedance matching, gain, radiation pattern and axial ratio are presented. The results showed an identical
match between simulation and measurement to prove the availability of Carbon Fiber Parabolic Reflector of the antenna. The
chosen operation frequency range lies within S-band, which is the frequency band suitable for telecommunicate between ground
station and satellite.

Keywords: component, formatting, style, styling, insert

[1]. Furthermore, unlike metal or aluminum, the

I. INTRODUCTION electromagnetic properties of CFRP reveal a high anisotropic

The carbon fiber composite (CFC) is a well-known manner, in which, for example, the conductivity along the
improved material that can be considered as a candidate for ~ fiber direction is generally several order of magnitudes
replacing the conventional materials, such as aluminum or  higher than that through the transverse or through-thickness
other conductors, in the modern material industry. The  directions. The carbon fiber laminates can be in various
significant advantages of this material are light weight, high ~ topologies such as unidirectional fibers, or woven fabrics
stiffness, high corrosion resistance, relatively good electrical ~ With different weaving patterns of two (bi-direction) or more
and thermal conductivity. Among the CFC materials, carbon than two directions. In the latter category, the conductivity is
fiber reinforced polymer (CFRP) has an increasing number ~ more uniform (more likely to the isotropic conductivity of
of applications in the aerospace field, especially in satellite  conventional metal), however, the trade-off is the decrease of
technology such as spacecraft building, satellite’s solar  tensile strength. In the past, most of the CFRP applications
panels and payload support structures, space and small focused on electromagnetic shielding properties, but in
ground station antennas, etc. The CFRP material is a  recent times, the possibility of applying this material to
combination of carbon fibers (acts as the reinforcement) and ~ antenna design is gaining more attention. For examples,
a polymer matrix (typically resin), in which the fibers are ~ ASELSAN [2] manufactures antenna pedestal and reflector
embedded. This material is commonly built as laminates and ~ antenna  from carbon fiber for shipborne satellite
its high tensile strength is only available in the fiber direction ~ communication terminal. AlSat, a small satellite developed
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by DLR, uses carbon fiber helical antenna for AIS receiving
[3]. NEA Scout, a 6U Cubesat demonstrated an X-band,
medium gain patch antenna array which is mounted on a
carbon fiber deployable wing near the solar cells in the same
panel [4]. Furthermore, along with the growing applications
in patch and microstrip antennas, carbon fiber material can
also be used in manufacturing reflection ground for popular
antennas such as monopole, dipole (also presented in [1]), or
radio-frequency identification (RFID) antenna [5]. Moreover,
large deployable reflectors with membranes using carbon
fiber reinforced silicone (CFRS) have been introduced in [6],
and a parabolic offset-feed reflector antenna using CFRP is
designed for W-band millimeter-wave radar systems in [7].
A 1/4-scaled sample of a self-deploying reflector antenna has
been introduced in [8], the results are detailed in term of
dynamic deployment analysis, but the information of the
antenna expected gain and radiation pattern is not clear. The
carbon composite also has potential applications when using
as reflective mirrors at future satellite frequency bands such
as Q-band or W-band, as demonstrated in [9].

In this paper, the design of a CFRP parabolic reflector
antenna in S-band is introduced. The feed antenna is a
conventional axial-mode helical which can provides right
hand circular polarization (RHCP) as well as an adequate
gain. The proposed antenna can be applied in S-band satellite
communication in small or mobile ground stations that need
lightweight terminals, or further develop to a deployable
antenna configuration for satellite communication terminals
of satellites belong to the nano, micro or cubesat classes.

A. Carbon Fiber Configuration Selection

Amongst carbon composite materials, the CFRP is the
most suitable material in constructing lightweight structures
because of its much higher Young’s modulus per material
density in comparison to that of metals [10]. However, its
conductivity is much lower than that of metals and the highly
anisotropic behaviour of this electric property will prevent
CFRP from being a good material for antenna reflector,
unless it is configured properly. In order to overcome this
problem, the experimental CFRP material used in this paper
is 2x2 carbon fiber twill weave pattern, and each bi-
directional carbon fiber ply is oriented and stacked based on
the configuration presented in [11]:

DESIGN AND FABRICATION OF THE CFRP MATERIAL

e

L N . .
OO - orientation

* e e
(-45,45)

t - orientation (0,90)

i
Ilustration of the laminae forms by stacking plies of carbon fiber
(redrawn from [11])

Fig. 1.

As can be seen in Fig. 1, the bidirectional carbon fiber
plies are being stacked to form 4 fiber directions: (0°, 90°)
and (-45°, 45°), thus the isotropic of the conductivity is
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significantly increased. Theoretically, about 9 or 10 plies can
be stacked together, with more than 4 directions in order to
create even more isotropic conductivity, but in this case, the
fabrication will become very complex. Furthermore, the
tensile strength of the carbon fiber laminae will reduce, as
mentioned in the previous section. Consequently, we decided
that the best compromise in our case is using 4 plies with 4
directions.

B. CFRP Manufacturing

The carbon fiber used in this research is T400H, provided
by Torayca. The general properties of the carbon fiber are
showed as follows: Filament diameter: 7 pm, tensile
strength: 4410 Mpa, density: 1.8 g/cm?®, carbon content: 94%.

The properties of carbon ply are: Yarn type: 3K Carbon
fiber, weight (nominal): 200 g/m?, thickness: 0.2 mm,
nominal construction: 5.5 yarns/cm (warp), 5.5 picks/cm
(weft). The matrix used in the experimental material is
common industrial epoxy resin.

There are various methods for manufacturing CFRP
material, and the technologies are selected according to the
requirements of the products. The commonly used methods
and processes are manual fabrication, resin coating, resin
injection, resin transfer moulding (which is a resin injection
method), carbon fiber sheet moulding compound (which is a
press method) [12], extrusion, pre-impregnated (prepregs),
etc. Within the scope of this research, the resin mixed
coating method is selected due to its advantages such as:
Simple, low cost, easy to control the ratio of epoxy resin and
reinforcement material (carbon fiber) in the mixture.
However, this method is limited to processing and
manufacturing CFRP products which have not high
mechanical properties. The resin mixed coating method is
illustrated in Fig.2.

In this method, the carbon fiber reinforced material is
mixed with the epoxy resin in a specified ratio. A chopper
gun is used to spray a mixture of epoxy resin onto the first
carbon fiber ply, which is laid up from a mold. After that, the
second ply is pressed on the wet epoxy resin layer. The
process is iterated until the final fourth ply has been stacked
up. The carbon fiber plies and mixed epoxy resin layers are
then sandwiched together, and the deposited materials are
left in a room with common atmospheric conditions and
waited for curing. Consequently, the CFRP material has been
created with the shape and size of the mould.

) Resin
ggtta!yst

Air Pressurised —/
Resin

Chopper
Gun

carbon fiber ply _

Mould

Fig. 2. Illustration of the resin mixed coating method (redrawn from [13])

The fabricated CFRP parabolic is shown in the following
figure:
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el

Fig. 3. The CFRP parabolic reflector
manufactured by resin mixed coating method

There are some important parameters need to be carefully
controlled in the curing process, such as type of epoxy resin,
the product’s thickness, environment temperature and the
thermal conductivity of the mould material. The temperature
change rate is another key parameter that decides the
mechanical properties of the product. In detail, due to the
difference between thermal expansion coefficients of the
reinforced carbon fiber and the epoxy resin, a large, sudden
temperature change during the curing process can leads to a
deformation of the bonding between these two materials, or
even leads to the breakage of the matrix and the de-
lamination of carbon fiber in the plies.

I11. DESIGN OF THE ANTENNA SYSTEM

A. The Feed Antenna

There are two commonly used antenna types for feeding:
The horn antenna and the helical antenna. In this design, the
latter is chosen because of its significant advantages:
Provides natural circular polarization, which is suitable for
satellite communications. In addition, the helical antenna has
high efficiency, typically more than 90%. Furthermore, the
ease of manufacturing and modification make it the most
suitable antenna candidate for our experiment. The simulated
helical antenna has the following parameters:

- Operation frequency: 2.1 GHz — 2.2 GHz.
- Antenna gain: better than 10 dBi.
- Antenna radiation mode: Axial (end-fire).

- Antenna polarization: Right hand circular polarization
(RHCP).

The simulated feed antenna is demonstrated as follows:

Fig. 4. Simulation of the feed helical antenna

The simulation results of the important antenna
parameters such as input reflection coefficient (S11), antenna
gain and far-field radiation pattern will be illustrated in the
below figures:
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Fig. 5. Simulation result of the input reflection coefficient (S11)
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Fig. 6. Simulation result of the 2D radiation pattern

Fig. 5 and Fig. 6 show that the center operation frequency
of the feed antenna is around 2.25 GHz, and the
corresponding values of gain and S;; at the main radiation
direction at this frequency are 11.2 dBi and -20 dB,
respectively. The half-power beam width (HPBW) of the
main lobe is 48.5° and the side lobe level is approximately -
16 dB. These results are acceptable for a typical helical
antenna that operates in end-fire radiation mode.

B. The Parabolic Reflector

The conventional parabolic reflector with prime focus
feed is chosen. This configuration is the simplest form of a
parabolic reflector antenna, in which, the reflector and the
feed antenna are both positioned along the main axis of the
parabola. This is the boresight direction of the parabolic
reflector antenna.

The expected antenna parameters are listed as follows:

Operation frequency: 2.1 GHz — 2.2 GHz.
Antenna gain: better than 16 dBi.
Impedance (10 dB) bandwidth: 60 MHz or better

Antenna polarization: Left hand circular polarization
(LHCP).
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The inversion of the polarization sense is caused by the
reflection of the antenna radiation wave from the parabolic
surface. To reduce the meshes calculation time of the
simulation, a simplified configuration of the parabolic
reflector is used. The simulated parameters are: 65 cm
(diameter), 4.5cm (depth of the parabola), 45 cm (focal
length), 0.75 (f/D — ratio between focal length and diameter).
The antenna’s effective aperture is approximately 0.17 m2.
The simulation of the antenna system (including the reflector
and the feed antenna) is shown in Fig. 7. The simulated
carbon fiber properties are set to be the same as the T400H
mentioned in the previous section.

Y \ 3 \

Fig. 7. Simulation result of the parabolic reflector antenna

The simulation results of Sy1, antenna gain and far-field
pattern are demonstrated below:

S-Parameters [Magntude n dB]

-20

-30

Frequency / GHz

Fig. 8. Simulation of the S;; of the antenna system
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Fig. 9. Simulation of the 2D radiation pattern of the antenna system

From Fig. 8 and Fig. 9, it is clearly seen that the center
operation frequency of the feed antenna is the same as that of
the standalone feed antenna, and the operation bandwidth is
more symmetrical from the center frequency. The gain and
S1; at the boresight direction at 2.25 GHz are in turn 18 dBi
and -15 dB. The half-power beam width (HPBW) of the
main lobe is 10.3° and the side lobe level is about -12 dB.
These results are acceptable for a small reflector antenna that
operated in S-band.

IV. TESTING AND VERIFICATION OF THE ANTENNA SYSTEM

A. Measurement of The Conductivity of The CFRP

To determine the material conductivity, a sample of our
CFRP is created. The four-probe method is used. The
measurement configuration is shown in the below figures:

LD

Fig. 10. The four-probe test configuration used in this experiment [14]

Fig. 11. The CFRP specimen and the test setup

As can be seen in Fig.10, the test configuration includes
4 electrodes, which are divided in 2 pairs. The inner pair is
for voltage measurement and the outer pair is for current
measurement. The two voltage electrodes (A and D) are
placed on the same plane with the two current electrodes (B
and C). The distance between the voltage contact and the
current contact is d. This configuration leads to the easiness
of mounting electrodes on the material surface while
maintaining the accuracy of the measurement result. The
longitudinal resistivity of the specimen will be calculated as:

d
Ry = pL—w(I/Z) 1)

Where, R is the resistance, p_ is the longitudinal
resistivity and w is the width of the specimen. The
longitudinal conductivity is then being reached by simply
inverting the longitudinal resistivity value. The through-
thickness resistance is negligible in compared with R, in this
case, as showed in [14].

The test setup is presented in Fig. 11, in which, the
electrodes on the CFRP specimen are connected with the
DMB3058E Digital Multimeter through wires. The
dimensions of the CFRP sample is 210 mm (length) x 30 mm
(width) x 0.5 mm (thickness), and the distance d is 50mm.
The measurement was carried out in our laboratory at room
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temperature. The measured resistance of the sample is 0.267
Q, and according to (1), the longitudinal resistivity will be
calculated and its value is 4.005*10° Q.m, thus, the
longitudinal conductivity (6 1) is approximately 2.5*10* S/m.
The measured conductivity is nearly similar to the measured
values of the CFRP samples such as IM600/133, T700/2510
[15].

B. Measurement of The Feed Antenna

The helical radiation element and the reflection ground
are fabricated by copper, and the antenna supporting cylinder
is created by 3D-printing PVC. The dielectric constant of the
PVC does not affected to the antenna radiation pattern and
gain. The antenna radiation pattern measurement is done by
the Multi-purpose Near-field system, provided by NSI, in
which, the near-field measured antenna pattern is calculated
and after that, being converted to far-field by the Fourier
transform The measured antenna pattern and S;; of the
antenna is shown below:

0
15 -

330 30

300

270

Fig. 13. The measured S, of the feed antenna

From the above figures, we can see that there is a good
agreement between the experimental and the simulated
results (in Fig. 5 and Fig.6). However, the center operation
frequency has been slightly decreased, it is around 2.1 GHz
and the corresponding Si; is -20.5 dB.

C. Measurement of The Parabolic Reflector Antenna

The fabricated parabolic reflector antenna is shown in
Fig. 14. It consists of the CFRP parabolic reflector and the
feed antenna, which is connected to the reflector by a 25mm-
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diameter PVC pipe. The dielectric constant of this PVC pipe
is the same with that of the feed antenna supporting cylinder,
so the effect to the antenna performance is negligible. The
total weight of the antenna system is 1.2kg, around one-third
the weight of the steel K+ parabolic reflector which was used
as the mould.

The CFRP reflector antenna is tested and verified in the
EMC room of Military Institute of Science and Technology
(MIST). The EMC room is a full anechoic chamber with the
dimensions of 7m in length and 5m in width. Our antenna
acted as the transmitting antenna, and the receiving antenna
is a linear polarized Horn-Vivaldi antenna with known gain,
which is rotated through azimuth and elevation angles in
order to scan the antenna pattern. To reduce the detrimental
effect to the antenna measurement performance, the whole
antenna system is placed on styrofoam, as shown in Fig.15.

Fig. 14. The CFRP parabolic reflector after manufactured

Fig. 15. The antenna test configuration

The measured S;; of the antenna is demonstrated in
Fig.16. The operation region decreased about 70 MHz in
comparison to the simulation result in Fig.8. However, Si;
value at the center frequency is -30 dB, much better than that
of the simulation.
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Fig. 16. The measured S;; of the CFRP parabolic reflector antenna

The measured antenna radiation patterns by azimuth and
elevation angle scanning are shown in the following figures:

345

o
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\\ -40__ 30 -20  -10
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240

180

Fig. 18. The elevation scanning radiation pattern of the antenna
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The results of the measurement is similar to the
simulation beam pattern in Fig.9. The beamwidths of the two
patterns are 12.18° and 14.56°, respectively. The directivity
of the CFRP parabolic reflector antenna can be calculated by
the following formula:

D = 27000/ (6n. 6v) (2)
where 6y is the azimuthal beamwidth and @y is the elevated
beamwidth. The calculated value of D is 21 dBi. The
antenna efficiency is about 50% (-3 dB) so we have the
antenna gain is around 18 dBi at the frequency range of 2.05
GHz - 2.1 GHgz, as predicted in the simulation.

V. CONCLUSION

The feasibility of applying carbon fiber reinforced
polymer (CFRP) in fabrication of parabolic reflector antenna
for S-band satellite communication is presented in this paper.
The simulations and measurements are demonstrated, and a
good agreement between these two sets of results has been
achieved. Furthermore, a preliminary assessment of the
CFRP’s conductivity, an important electrical parameter
which can affects to the antenna performance, has been
implemented using the four-probe method, and it can be used
as a reference for future works. The fabricated antenna
showed good gain and input reflection coefficient at the
operation frequency range of 2 GHz - 2.1 GHz. Furthermore,
the antenna’s weight is significantly reduced, so it can be
applied to small and mobile satellite ground station.

Our future works are further increasing the antenna gain
and efficiency, and take a more profound research about the
effect of the CFRP’s conductivity and epoxy matrix to the
radiation performance of the antenna. Moreover, a
deployable configuration of the CFRP reflector and other
flexible shapes of the reflector element will be studied in
order to mount on small satellites in the future.
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Abstract: According to the Vietnam Renewable Energy Development Project to 2030 with an outlook to 2050, the strategic goal was set
forth: the share of solar power in total electricity production shall account for 0.5% in 2020; 1.6% in 2025, and 3.3% in 2050. And
accordingly, the total solar power production shall increase from a negligible level at present up to 12,000 MW in 2050. To reach this goal,
huge capital investment to grow the solar energy capacity is needed. But from the other side, the continuous maximum effective energy
extracted from the sun (namely the photovoltaic panel-PV, as the main component in the supply system) reduces the installation and
production costs and makes it easier to meet the demanded peak electrical power. The accumulation of dust decreases the net output power
and reduces the system efficiency significantly. Therefore, it is notably important to keep the solar panels clean from physical conditions
such as dust, muddy rain, bird dropping, and other harmful substance on the surface of the PV. There are many types of solar panel
cleaning systems based on the principle of operation. It is found that manual cleaning economically is not viable for solar photovoltaic
panel (SPV) plants. It is costly as it requires professionally trained technicians. Utilizing robotic cleaning is the most recent trend in recent
years. But the question remains for discussion is: with water or dry cleaning? The other aspect is the water supply for cleaning is required.
The lifetime of the PV depends on the scratching effect on the surface of the PV. The size and configuration of the robot are also the
problems concerning the allowable pressure on the surface of the PV to keep it from bending too far. From this analysis, this work aims to
review all cleaning methods for solar panel and design a promotive, cost-effective robot for PV cleaning. This study presents a preliminary
design and fabrication of a semi-automatic robot for cleaning the PV suitably in the local conditions of Vietnam.

Keywords: Photovoltaic panel; Robot cleaning; Vietnam climate environment; Light intensity; Dust accumulation.

due to the influence of dust layer thickness in intense
I. ASKTHE PROBLEM conditions that irradiation from the sun varies (Fig. 1).

The problem of using renewable energy, including solar
energy, has been concerned by the Vietnamese government
for many years [1]. There are many factors affecting the
efficiency of electricity generation from solar panels such as

According to the report of this organization, in different
geographical regions of the world, the effect of dust on solar
panel performance is also very different, When0 standard
o . : sampling is solar panels placed at an angle of 24.6 °, cleaned
light intensity, number of daylight hours, panel temperature, dail$ fogr compa?ison. Fl)n Kuwait, th% panel capacity is
dust, and bird droppings [2]. reduced by 17% due to sand accumulation on the surface

Studies and surveys have shown that the accumulation of ~ after 6 days. Nevertheless, depending on the season in this
density and dust on the surface of solar panels significantly ~ area, spring-summer the decrease is observed higher than
reduces their performance. For example, in Thailand, a  autumn-winter (20% in 6 months). The Middle East region is
country that is said to have similar climate and  aworst-case scenario to evaluate the influence of dust caused
environmental conditions as Vietnam, environmental by sandstorms, which can reduce solar panel capacity by 70-
pollution, farming conditions, and practices have created a  80%. Therefore if the panel is not cleaned regularly, even
lot of dust and this dust will accumulate significantly on the ~ daily, it can be considered that the system is disabled.
surface of solar panels, reducing their electricity generation ~ However, even in the UK where is considered the cleanest
efficiency. Research results in Thailand show that the  areain the world, the efficiency of the panels is reduced by
efficiency of solar panels is reduced by 1.6-3% if dust  5-6% after a month of not cleaning the surface. In Central
accumulates within 1 month and reaches 6-8% within 2  Europe, no need for a very short cleaning cycle, but due to
months. However, after cleaning the dust, the effective rate human activities, it still needs cleaning weekly or every other
increased to 10% [3]. Not only that, the research results of an ~ week. The danger of dust accumulation causes a cell on the
organization called SINTEF in Europe [4] were published  panel to become a resistor, causing a short circuit leading to

and also show that the efficiency of solar panels is reduced ~ complete system damage. On the other side, there are also
other factors such as air humidity, temperature, wind speed
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and direction, regional traffic environment, air pollution
level, farming environment, which also significantly affect
the amount of this dust accumulated [5]. Besides, there are
factors such as static charge, chemistry, biology in dust
particles, then the shape, size, and specific gravity of dust
particles also affect the ability to accumulated dust on the
surface of solar panels [6]. However, the research results
have shown that the dust accumulation density mainly
depends on the tilt angle when installing solar panels [7], on
rainfall, intensity of rain, duration of rain, and especially
acidity (pH) in rainwater due to severe climate change [8, 9].

It is possible to summarize and evaluate the effects of
dust accumulation on the surface of solar panels through the
diagram below ( Fig. 2).
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Fig. 1. The thickness of the dust layer reduces the light intensity on the
panel surface
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structure)
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Fig. 2. Factors affecting the accumulation of dust on the surface of panels

From here, there is a group of methods to clean the
surface of solar panels, and they all have their advantages
and disadvantages, but depending on each specific condition
of the environment, human resources, economic condition,
the scale of investment, power generation capacity, to choose
them accordingly.

Il. SOLUTIONS FOR CLEANING THE SURFACE OF
SOLAR PANELS

The battery surface cleaning methods include: manual,
automatic and passive. The passive method is self-cleaning
which base on a very hydrophobic or hydrophilic surface
treatment solution. The manual method is only applied on a
family scale, due to low productivity, but it has economic
advantages of low cost. An automatic method is a group of
solutions that will be discussed a lot due to its advantages in
productivity when it was applied to large projects and solar
power plants.
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2.1. Manual method (Fig. 3)

The main disadvantages of this method are low
productivity, difficult to mechanize and automate, not to
mention lack of safety due to having to climb high and steep
slopes. Manual cleaners also often use solvents, if not
cleaned, they will remain on the surface of the panel, causing
opaque glass. Another solution is to use a vacuum cleaner,
but productivity does not increase significantly [9,10]. On a
small scale, people still use manual methods with a
productivity of 1 m?/min [11]. Not to mention the excessive
stress concentration allowed by people standing on the
panels will cause damage, because the pressure on the panel
surface should not exceed 5400 Pa with distributed load [12].
To clean larger solar cell systems, mechanized methods can
be used, running fire trucks along the battery banks and
pumping water under pressure.

Fig. 3. Cleaning solar panels

2.2. The "self-cleaning" method

This method can be with or without water. If water is
used, an automatic sprinkler system is installed (Fig. 4).
However, the efficiency of this method is not high because it
loses too much water and does not cover most of the area of
the panels [13, 14].

Fig. 4. Sprinkler system

Another self-cleaning solution is to cover the surface of
the panel with a thin (transparent) pellucid film, which was
made of a superhydrophilic or superhydrophobic material.
The superhydrophobic membrane, when placed at an angle
of about 30 degrees, does not absorb water, but flows down
and drags dust particles [15, 16, 17]. It has been tested using
Polydimethylsiloxane (PDMS) material to cover the surface
of the panel, achieving an efficiency of up to 13.8% of the
repetition frequency, when cleaning dust with carbon powder
with an angle of 45° In general, this superhydrophobic
material when covering the surface of solar panels achieves
90% dust-proof efficiency after flushing. The line of
superhydrophilic materials is based on the photocatalytic
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effect of TiO2 compounds [17] to reduce the possibility of
dust collection [17, 18, 19]. However, the basic disadvantage
of this method is that there is an additional cost to spray
those special layers on each solar panel and their adhesion
will also degrade over time, under the influence of sunlight.
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Fig. 5. Dust blower convection flow

The hydrophobic coating also depends on the angle of
inclination of the plane of the panel, which will still
accumulate dust, but not easily let the dust wash away
[20,21]. In this group, there is also a cleaning type based on
the principle of convection current (Fig. 5) from the air
conditioner blowing on the surface of the solar panel to
collect heat and at the same time, due to the strong airflow, it
also reduces dust accumulation. This is a type of dust-free
cleaning that does not use water, suitable for arid climates
such as deserts in the United Arab Emirates. However, in
terms of the economic efficiency and productivity of this
method, it is controversial.

The electromotive force generated between the two
parallel electrode layers is also used to push dust off the
surface of the solar panel [22-25]. The effectiveness of this
method depends on factors such as electrode size, voltage,
frequency, surface inclination angle (Fig. 6). Proponents for
the idea of using the method of "self-cleaning” the surface of
solar panels have given quite convincing evidence when the
statistics of research on solar power systems across Iran have
been published [26].

wire electrodes
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power supply
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Fig. 6. Principle of electrostatic force, pushing dust

2.3 Methods of using robots

To use robots to clean the surface of solar panels is
considered a promising direction, due to its ability to
automate and increase productivity.

The Gekko robot series [27,28] has the advantages of
high cleaning efficiency, safety and ease of use. In particular,
the Gekko farm robot model [29] is very flexible to change
the size to suit the width of the solar panel, very convenient
to install, using the via radio wave joystick. The Solar Brush
robot [30] has the very advantage of cost and environmental
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protection. Robot Hector [31] has the advantages of small
and compact size and weight, moreover fully automatic and
low cost. Robot Helotex [32] is based on the principle of
using a PLC with a PIC microcontroller. They had been
analyzed more closely on the advantages and disadvantages,
comparing these types of robots in terms of installation costs,
effectiveness in terms of surface cleaning according to
published results [33] to find that there is no which solution
is completely advantageous, depending on the specific use
conditions to choose. The analysis results of solar panel
surface cleaning solutions can be summarized in the
following diagram (Fig. 7).

Method of cleaning

Wet cleaning

’—Mﬁ‘ Self- cleaning

Dry cleaning

Electrostatic Covering
force on surface

Convection
blow

e | Automatic robot [

Fig. 7. Summary of cleaning methods

111. ROBOT DESIGN OPTION IN VIETNAM

According to published data [34] about the solar energy
market of Vietnam, both domestic and foreign investors, the
potential as well as the projects that have been and are being
invested is very significant, of which the main source of solar
power is from industrial-scale projects. Besides, due to
people's living standards are raised, favorable geographical
conditions in many regions stretching across the country,
therefore households are also a source of both supply and
consumption of this energy. Nevertheless, Vietnam's
environmental conditions are certainly both due to the lack of
good management of dust and smoke emissions, and
cleanliness in the air as well as in Southeast Asian countries,
while the water supply is better than desert regions like the
Middle East. The level of exploitation and operation of semi-
automatic and automatic systems of the robot type is
completely consistent with technical knowledge and
common practices. Some types of robots that have not been
officially commercialized, which were manufactured by
Vietnam, are listed in Table 1.

TABLE 1. SOME SOLAR CELL CLEANING ROBOTS MADE IN

VIETNAM
Company (Ssun - GP solar | SolarCleanBot- VPT- VTS - Vinh
name company CT.R1, Chi RB1200-S1- | Tan Solar
Thanh company | Vu Phong | Power Plant
company
Price, 125,000,000 200,000,000 Not Not
VND announced  |announced
Parameter (1.2 m long, 2 Not announced | Not Water
rotating announced  |consumption:
brushes 0.8 -1l
\Weighs 30 kg water/battery
2 lithium panel
batteries Aluminum
weighing 4 kg frame
Continuous structure
working: 8
hours
Principle [Semi-automatic| Semi-automatic| Semi- Semi-




Solution for robot cleaning the photovoltaic panels in Vietnam

automatic automatic
Scope of  |Private house, | Factory roof Private house, -
application |penthouse mini farm

factory

Based on the above analysis, it shows that the potential
market for robot surface cleaning panels (solar panels) is
quite large. However, until now, no product of this line has
been officially registered as a product trademark and
industrial-scale application in Vietnam. Besides, there are
some providers of solar panel cleaning services, but they
import equipment. The design and manufacture of a series of
solar panel cleaning robots from Vietnam is set out to
proactively supply and competitive prices. However, it
makes sense to give an open design product on that basis to
further upgrade to an automatic remote control.

A technological solution using a robot with water spray
to clean the surface of solar panels is said to be suitable for
the conditions of Vietnam. This robot would consist of
software and hardware. Because the robot's operation
characteristics are not complicated, the control software can
use a control system including PLC and microcontroller.
Where Arduino style board is based on Atmega 328
microcontroller, due to the reasonable price. The hardware
will be based on a system of motors (DC) and position
sensors, and the total source is the rechargeable battery.
Table 2 presents the main characteristics of the research
robot.

TABLE 2. MAIN FEATURES OF THE ROBOT

Feature Request

General Principle of cleaning: Water spray under pressure

Level of control : Semi-automatic

Dust resistance: Withstands dust, wind and sand

Heat resistance: Up to 40 °C

Water resistance: Spray water does not damage the
structure

Improved possibility: Open system

Total weight: Not more than 50 kg

Price: No more than 100 million VND

Ability to disa: ssemble and operate: Simple, need 1-2
people

Mass of brush part: Not more than 20 kg

Dimensions of the robot body excluding the brush (length
x width x height): 1200 mm x 1000 mm x 450 mm
Rechargeable battery for 2 hours of continuous use: 42 V
Remote control distance limit: 200 m

Environmental | Spray water consumption: Less than 0.5 liter/min

impact Noise level: No more than 80 dB
Total capacity: Under 400 W
Water supply type for robot: Pump directly by tube
The ability to recover and reuse water: There is a recall

Mechanical | Maximum tilt angle:35°

drive Speed (productivity) of cleaning dust: Not less than 1
m?/min
Transition clearance between 2 panels:8-10 cm

Cleaning Dust cleaning degree: Over 90 %
ability Width of cleaning surface:2000 mm. max

Brush diameter:250 mm
Brush width:1100 mm

Maintenance | Battery removal time: No more than 3 minutes
Brush life: Over 150 hours

Uptime between maintenance intervals: About 500 hours
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3.1 Detailed description of the control principle and

Power source
24v

structure
a) General block diagram

Power source 5V

Driver
Brushless

]

Driver
Brushless

Driver

"

Motor
1

Monitoring
signal to
Brushless
Driver

J 1N

Wireless
Control

Mcu le!

Motor

Sensor
of
collision

Sensor
of
current

Fig. 8. Block diagram of the control circuit

Figure 8 is a block diagram of the control circuit. Basing
on this diagram, the robot's operation process can be
conceived as follows:

b) Block diagram details

- Source (Fig. 9). This is the part that provides power for
the robot to work, the supply power includes:

+ 24 V source provides power for 4 motors which were
installed to the wheels to help the robot move and is the main
source of power on the Robot;

+ 12 V source that supply to the sensor and motor control
attached to the robot's wheels;

+ 5V source is the main power for the central circuit;

+ Besides, to ensure a stable source and control energy,
the authors designed an additional power indicator and main
power source protection circuit.

Protection circuit

Source
24V

Source 12v

Source 5v

Fig. 9. Power supply

To reduce the weight of the robot when walking on the
glass, we minimize the use of batteries on the body, and
connect the power to an external source, specifically of the
220 VAC AC circuit to 24 VVDC.

- Brushless Driver: Fig. 10.

Q1 Q2 Q3

LSRR SE S o :
J‘”U‘L| J‘Hm_{ Bmm—rEi} v W

Q4 Qs Q6

Fig. 10. Motor control
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The principle of motor speed control is to use pulse width
modulation (PWM). The controller determines the position
of the rotor shaft and outputs a voltage to control the closing
and opening of the semiconductor key or transistor switches
(mosfets) that supply voltage to the motor. For simplicity, we
only modulate the pulse width of the lower transistor
switches (Q4, Q5, Q6), the upper transistor switches when
stimulated will conduct completely (pulse width is 100%, see

Motor s ol
current i

Fig.11).
g |
Output gate o | i
S ! =
! | o
Ag ! | T | | |
Outpute gate o i i i E F"mmwﬂﬂﬂhﬂﬂﬂﬂ"a“”ﬂﬂm‘
Q41Q51Q6 . '_ii H : T t T : l
Opening oder O T TR O R P S T T T
of semiconductor key ol 1L iR R SR
S EEERE SRR
A o | I I
T T |
I
[_(‘m |

Fig.11. Pulse modulation

A brushless motor used for robot control high speed can
be up to 10 rpm, suitable for glass surface cleaning tools.

- DC Driver (Fig. 12). The basic principle of DC motor
speed control is that the H-bridge circuit including the Fets
as the function of the key to unlock the control. Through
pulse modulation (PWM) from the microcontroller, the
speed and direction of the motor can be changed.

Woat

D4

L

Q4

L
o
—

Fig.12. Principle of DC motor control

- Control board (Fig. 13)
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Fig.13. Control board
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The central circuit was designed with the main
microprocessor which is TM4C123GH6PM. This is the
microcontroller that realizes the main tasks to communicate
with the relevant peripherals used throughout the project.
The circuit is designed with a full range of communication
ports such as UART, COM, physical connection port to the
peripheral ..., and can be expanded thanks to the pre-
designed attached empty connection ports.

The main functions of the MCU:

+ Speed, brushless motor, and DC motor direction
control;

+ Control on/off of the glass cleaning water pump;
+ Record current, warn of robot errors;

+ Receive wireless signal from the operator.

- Collision sensor:

The main function of the collision sensor is to prevent the
robot from falling off the solar panel when moving and
navigating. This type of sensor (OADK 2517480/S14C)
produces an analog signal, with a resolution of 0.3-4 mm,
suitable for collision detection purposes. This sensor has a
fast response time of < 32 ms (according to the
manufacturer's specifications) to ensure that data is always
collected and served for accurate and efficient control signal
processing and output. The advantage of this type of sensor
is that it is less affected by ambient light sources, ensuring
stability when working in places where light sources often
appear. The compact structure, effective operation with high
resolution, and reasonable price are the reasons that helped
the authors decide to choose this sensor.

- Wireless controller: The wireless PS2 controller can
catch waves up to 10m, suitable for observing and
controlling the robot at will. This PS2 wireless controller
integrates the vibration mode that featured gamepad chassis
in the existing market. The handle has a high sensitivity; the
button is soft. This PS2 wireless controller has 2 flexible
rotating levers to help players who applied the game
extremely accurately.

3.2. Circuit principle diagram (Fig. 14)

Fig.14. Principle diagram of H bridge circuit
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a) DC motor control circuit

- H-bridge circuit controls the speed and direction of the
motor with a load capacity of 500 W, peak current can be up
to 40 A. Besides, Current Sensing protection circuit has the
effect of interrupting the circuit, stopping the motor when
overload current occurs.

(UVLO), and turn off the heat. MP6534 is available in a 40-
contact QFN package (5 mm x 5 mm) with a heatsink plate.

¢) Main circuit (Fig. 17)

- Driver for H-bridge (IC IR2184) control, Fig. 15.
- Driver source LM2576 is the source for driver chip.
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Fig. 15 Driver

b) Brushless driver control circuit (Fig. 16)
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Fig. 16. MP6534 brushless motor driver controller
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Fig. 17. General scheme

- Microcontroller TM4C123GH6PM: functions to control
all activities of the robot (Fig. 18); power and external

communication (Fig. 19).
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The MP6534 is a gate driver IC designed for brushless,
3-phase DC motor control applications. It is capable of
driving three half-bridges, consisting of six MOSFET N-
channels up to 55 V. The MP6534 includes a 500mA buck
regulator to generate local power for a microcontroller or
other circuit. The MP6534 has bootstrap capacitors to
generate the voltage, supplying for the high-side MOSFET
driver A inside small bootstrap circuit maintains a sufficient
gate control voltage at a full duty cycle. Internal safety
features include programmable overcurrent protection
(OCP), adjustable dead time protection, undervoltage lockout

Fig. 19. Source and external communication

- Control Input & Feedback block: the engine's encoder
reads the block, using PID algorithm to control motor speed
more accurately and smoothly (Fig. 20);

- Schmitt trigger block: The block handles noise for the
encoder when the engine is running, helping the signal from
the encoder to be accurate, avoiding errors (Fig. 21); The
trigger IC (SN74LVC1G14) block helps to recover the signal
if an error occurs;



Duong Vu et. al.

- Overcurrent control and handling block (to power
stage): Overcurrent handling block, causing stuck on the
motor and damage to the circuit;

- The remaining blocks are peripheral communication
blocks for sensors, for driver control ...
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PAG_FIR

AAS
AN
R5 1k5

Pulsed UF

1K5

populated when encoder
outputs are
open-collector

ENCODER

A
B

z
VCC
GND

ENCODER

vce

+ when encader outputs are
open-collector: 1k5
+ when use LP-filter: 56R

CONTROL INPUT & FEEDBACK

Fig. 20. Control & Feedback block
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Fig. 21. Schmitt trigger block

3.3. Algorithm diagram

a) Fall detection algorithm: to prevent the robot from
slipping off the solar panel (Fig. 22).
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End

Fig. 22. Obstacle avoidance algorithm
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The sensor placed under the robot body ramp will
activate the brush when it moves alongside the panel. The
robot will interrupt the signal to the cleaner when it moves
over the panel border.

b) Robot control algorithm (Figs 23, 24). To control the
robot in a zigzag pattern

Place the robot in the left corner of the panel (received
sensors 1 and 2), when receiving the signal from the
operator, the robot runs until sensor 1 does not receive it (out
of upper limit), sensor 2 (left) is still receiving, robot facing
left about 25 cm and perform the back and forth to the upper
limit of the panel. Until sensor 2 (left) does not receive and
sensor 1 (upper) does not, exit, complete the cleaning cycle
(sensor 3, right -preventive).
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Fig. 23. Sensor installation on brush and direction of travel
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Fig. 24. Robot control algorithm

IV. CONCLUSION

1. The article summarizes the factors that cause dust and
sand to accumulate on the surface of solar panels, minimizes
the ability to illuminate and generate energy, and at the same
time analyzes solutions to clean these panels, in terms of
their main advantages/disadvantages.

2. Vietnam, a developing country, which has a great
demand for energy sources in general, and renewable energy
in particular, is not an exception to these trends.

3. In the first step, the general configuration and main
design parameters have been outlined for a remote-controlled
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robot, using water spray, with a brush motor and a robot
body. The robot can move on the junction between two
arrays of interconnected panels because it is fitted with soft
chains.

4. In the next study, when there is a survey of the
operating robot, the cleaning efficiency will be assessed,
which related to the energy generation efficiency and the
product cost as a composite criterion, that will be the basis

launching

to improve, upgrade and soon put the

commercialization on the market.
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Abstract: In the paper, a mechanical design and an integrated control system has been studied in order to create a 3R2S2S typed
delta robot can perform some desired tasks. Firstly, geometric structure of a 3R2S2S Delta robot was defined. Alike parallel robots,
it includes two platforms, one fixed and joined to a moveable platform by three parallel chains. Next, the kinematic equations of
robot are considered to solve the forward and inverse kinematic model. Mechanical design of robot was implemented with the support
of Inventor software. The control system was integrated with the use of DMC 2163 driver card. A control algorithm was installed to
provide some desired motion tasks. A complete model of 3R2S2S typed delta robot with control and monitoring software has been
successfully developed. Validation of proposed robot system was done by simulation and experimental results.

Keywords: delta parallel robot, 3R2S2S, DMC

l. INTRODUCTION

Delta robot, one of the most successful parallel
mechanisms, has been widely applied in many sophisticated
fields, such as microelectronics [1-3], medicine [4,5],
intelligent logistics [6,7] and 3D printing [8,9]. It inherits not
only all the virtues of the traditional parallel robot, but also
possesses some unique features such as lighter weight, faster
motion, higher efficiency and larger payload capacity, which
are elaborated in [10,11].

Different from the conventional manipulator kinematic
diagram, delta robot is constructed from series of parallel
dynamic links, from the output stage (which directly performs
technological operations) to the fixed price. Thanks to this
geometric structure, the moving platform is always oriented
and can only reciprocate in 3 XYZ axes and works in parallel
with the fixed top platform. That is reason why it is called a
parallel robot. The difference in the kinematic diagram also
creates many different characteristics of the robot kinematics.
Delta robot has 4 popular forms: 3-PRPaR, 3-RRPaR, 3-
P2S2S and 3-R2S2S.

In this paper, it is presented approach to design a 3R2S2S
typed delta robot with the use of Galil DMC 2163 card as the
main control board, provides execution of desired motion
tasks. The paper is organized as follows. In the next section,
the kinematic structure of delta robot is explained and the
forward and inversed kinematic problems have been solved.
The third section is devoted to mechanical design and control
system integration of 3R2S2S typed delta robot. In this
section, mechanical design of robot is done by the support of
Inventor software. Control system includes electronic parts,
actuator part and human-machine interface (HMI) in
computer. Validation of presented delta robot is confirmed by
numerical simulation in Matlab/Simulink software as well as
experimental results. Final conclusion and recommendations
for the future work are given in the last section.
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Il.  KINEMATIC CONSIDERATION OF DELTA ROBOT [12]

Delta robot is capable of XYZ translational control of its
moving platform within its workspace. In order to develop
kinematic equations for robot, we define the points
B;, A;, P; i =1,2,3 are the hips, the knees and the ankles of
three identical legs. The fixed base Cartesian reference frame
is {B}, whose origin is located in the center of the base
equilateral triangle. The moving platform Cartesian reference
frame is {P}, whose origin is located in the center of the
platform equilateral triangle. The joint variables are 0@ =
{6, 6, 6537 and the Cartesian variablesare {x Y Z}T.
The length of each active arm is L and the length of each
passive arm is |. R is the distance from {O} to near fixed
platform side, r is distance from {P} to a moving platform
vertex.

Fig. 1. Delta Parallel Robot Diagram

The fixed-base revolute joint points B; are constant in the
base frame {B} and the platform-fixed U-joint connection
points P; are constant in the base frame {P}:
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V3 V3
B, = {—R¢; B, = lR ; B; = 1
0 2 2

i 3

3 3

0 77’\ (—TT]

P1:{—T}i P, = 1 ; P; = 1
0 77 57

0 0

The vectors {L;} are dependent on the joint variables ® =
(6. 0, 633"

0 7Lc0592 - 73Lcosl93
L, = {—LCOSQl};LZ =41 Ly = 1
—Lsin6, ELCOSHZ ELC0593
—Lsin6, —Lsin6,

Substituting all above values into the vector-loop closure

equations yields:
X

Ly = {Y + Lcos6, + a};
Z + Lsin6,

X - —Lcos@z +b
lz =
Y — —LcosBz +c
Z + Lsin6,

IX +—Lc0593 bl
Y ——Lcose3 c |

Z + Lsinf,
a=R-r
V3 V3
Where: b =57 —R
c= %r - %R
From the lengths of the forearm links on the coordinate
axes, the three applicable constraints state that the passive arm
lengths must have the correct, constant length I

l= /lizx + 17+ 1

Square both sides of the equation and set K = X% +
Y2 + Z2 then the three constraints yield the kinematics
equations for the Delta Robot:

=1,23.

( 2L(Y + a)cosO; + 2ZLsin0; + K + a? + L?> + 2Ya = 2
—L(V3(X +b) + Y + ¢)cos, + 2ZLsinb, + K + b? + c?
+L? + 2Xb + 2Yc = I
L(V3(X —b) =Y — ¢)cos; + 2ZLsin8; + K + b? + c?
L? —2Xb+2Yc =1?
A. Inverse kinematic model
From the above three kinematic equations, we can
summarize as follows:
E; cosO; + F; sinf; + G; =0
With E;, F;, G; are defined as follows:
E, =2L(Y +a)
F, =2ZL
Gi=K+a*>+1*+2Ya-1?
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E,=—-L(V3(X+b)+Y +¢)

F, =2ZL

G, =K+b*+c?+L>+2(Xb+Yc)—12

E;=L(V3(X-b)-Y —¢)

F; =27L

Gs=K+b*+c?2+1*+2(-Xb+Yc)-1?
Sett; = tan%then the kinematic equation becomes:

1-t? 2t;
Ei<1+tiz>+F<1+t ) +6=0
o (G —EQtP+ QF)t;+ (G, +E) =0

Solve the above quadratic equation we find t;4, t;,:

ty, =—————andt;, =

—Fi— |E?+F?—G?

17— Gi—E; Gi—E;
We choose t; > 0 and obtain the inverse kinematic
model:
—F;, — Elz + Fiz - Gl-z
6; = Zatan< G, —E, )

B. Forward kinematic model

From the connecting joint between the active arm and the
passive arm A; (with i = 1,2,3) we draw additional lines
A;A;, parallel to the SP plane and directed to the origin and
define three virtual sphere centers 4;,:

V3
0 -5 (R + LcosB, — 1)
A, = {—R — LcosH; + r} Ay =11

—Lsin®, [ E(R + Lcost, — 1) |

k —Lsin®, )

V3
-5 (R + LcosB; — 1)
As, = 1
v > (R + LcosB; — 1)
—Lsin®,

Then the forward kinematics solution is the intersection of
three known spheres. Let the sphere be referred as a vector
center point {C} and radius r,, ({C},7.). The coordinates of
the point P to be found in the intersection of the three known
spheres: (A1y, 1), (A2, 1), (Asy, D).

x—x)*+ -y +(@z—z)* =1
(x —x3)* + - YZ)Z +(z—2)*=1?
(x —x3)* + (- Y3)2 +(z—23)*=1?
We also have all Z sphere-center heights are the same,
Zy =2y =23 = Zy.

Solving the above system of equations, we find the
coordinates of the point P.

I1l. MECHANICAL DESIGN, HARDWARE COMPONENTS
AND CONTROL SYSTEM

The entire Delta Robot control system includes an
mechanical design of 3R2S2S type delta robot, electronics
hardware consisting of a control board (motherboard) DMC -
2163, a 24VDC power supply, an amplifier AMP 20540, an
encoder motor, and computer that contains control software

(Fig. 2).
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Fig. 2. Overview diagram of the whole system

Galil Motion Control
DMC 2163

A. Mechanical Design

Mechanical design of robot is carried out with the support
of Inventor software. They include some main parts such as a
fixed platform, three active arms (each consists of a
semicircle fixed join with a rod), three passive arms which are
parallelogram mechanisms, a moving platform and a robot
stand. All main mechanical parts are made from aluminum to
ensure both sustainability as well as decreasing the weight.

Fixed Platform

Active Arm Actuator

Passive Arm

Moving Platform

Fig. 3. The 3R2S2S typed Delta robot

As shown in Fig. 3, Delta robot is composed of three
identical arms in parallel between the top fixed base and the
bottom moving end-effector platform. The two platform
designs are presented in Fig. 4. Each arm consists of two
parts: active and passive. The active arm of robot is
constructed from a rod fitted with a semicircular plate (Fig. 5).
The top revolute joint is fixed with the active arm and actuated
via base-fixed rotational actuators through belt. Thanks to this
configuration, the torque transfers to the active arm is
increased. The passive arm is parallelogram 4-bar
mechanisms of the three lower links ensure the translation-
only motion (Fig. 6).

TABLE |. PARAMETERS OF 3R2S2S DELTA ROBOT

Notation Descriptions Value Unit
R The distance from {O} 75 mm
to near fixed platform
side
r r is distance from {P} to 22.95 mm
a moving platform
vertex
L Length of active arm 160 mm
| Length of passive arm. 400 mm
0; Revolute joint angle deg
between L and plane
SB
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B. Hardware Setup

The hardware setup includes a computer, a Galil Motion
Controller DMC-2163, a 24VDC power supply, an amplifier
AMP-20540 and three DC motor with attached encoder (Fig. 2).
Computer play a role as human-machine-interface allow user
to setup parameter to system. The DMC 2163 controller board
receives data from the computer and instant position of robot
to calculate the control signal for actuator (three DC motors)
and transmit to the amplifier.

1) Galil Motion Control (DMC-2163)[13][14]

The DMC-21x2/21x3 can be used for applications
involving  jogging, point-to-point  positioning, vector
positioning, electronic gearing, multiple move sequences, and
contouring. The controller eliminates jerk by programmable
acceleration and deceleration with profile smoothing. For
smooth following of complex contours, the DMC-21x2/21x3
provides continuous vector feed of an infinite number of
linear and arc segments. The controller also features

Fig. 7. Other parts
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electronic gearing with multiple master axes as well as gantry
mode operation.

Each DMC-21x2/21x3 provides two communication
channels: RS-232 (up to 19.2K Baud) and 10BaseT Ethernet.
For synchronization with outside events, the DMC-
21x2/21x3 provides uncommitted 1/O, including 8 digital
inputs and 8 digital outputs. Further 1/O is available if the
auxiliary encoders are not being used (2 inputs/each axis).
Dedicated TTL inputs are provided for forward and reverse
limits, abort, home, and definable input interrupts.

2) Power supply and Amplifier components

The  AMP-20540  (four-axis) are  multi-axis
brush/brushless amplifiers that are capable of handling 500
watts of continuous power per axis. The AMP-20540
Brushless drive modules are connected to a DMC-21x3
controller via the 96 pin DIN connector. The standard
amplifier accepts DC supply voltages from 18-60 VDC. The
AMP-205x0 family provides for the addition of 8 analog input
to the DMC-21x3. The analog inputs accept +/- 10 V input
and have a resolution of 12 bits.

TABLE Il. SPECIFICATIONS OF AMP - 20540

Parameters Specification

Supply Voltage 18-60 VDC (Up to 80V optional)
Continuous Current 7 Amps

Peak Current 10 Amps

Nominal Amplifier Gain 0.4,0.7,and 1.0 A/V

Switching Frequency 60 kHz (up to 140 kHz)
Minimum Load Inductance 0.5 mH

aBr:;JISSIess Motor Commutation 120° (60° option available)

3) Motor and encoder

Three integrated encoder DC motors are used to drive the
active arms of the Delta robot (Fig. 8). The parameters of this
motor and the optical encoder are pointed out in TABLE |11 and
TABLE IV.

Fig. 8. Maxon DC motor with encoder

TABLE IIl. PARAMETERS OF DC MOTOR

Parameters Specification
Mass 3409

Size @30 x 65 mm
Working voltage 15v
Engine rotation speed at no 7200 rpm
load

Maximum torque 931 Nm
Working performance 85%
Maximum axial load 110N
Working temperature —30°Cto 100°C

TABLE IV. PARAMETERS OF ENCODER

Parameters Specification
Operating temperature —40to 100°C
Supply voltage (Vcc) —0.5to 7V
Output voltage —0.5to Vcc
Output current —1to5mA
Number of pulses in one 1000 pulses
round

C. Control System

The control system includes the control algorithm and the
human-machine-interface (HMI) which are coded in the
Visual Studio software environment. The software
framework is part of the robotic assembly cell. Parameters of
system are set up by user through HMI.

For the positioning task, each coordinate of the input
position is calculated, given the reference and measured
position of the robot. The input values for the task space are
then converted to joint space using inverse kinematics. These
values are sent to DMC controller. DMC controller using PID
algorithm to calculate the control signal for each motor to
create torque applied to each active arm of the robot (Fig. 9).

Muniber Controller l:-i\']k

of pulses

requiined | //‘ J Pl [*| Motor 1 ]
3 )
Number

Emml cr l
of pulses

required2 | | >< _I —
: \umb\u 4
FOMPEEE ) of pulses >< Im nlu I
4 - |||] =
L/ I ' ’ '{ \lllui ".

reuirgd 3
[] ne u:l er il

Robot
* Ansplifiers * Motor 2 *| Dielia

Fig. 9. The structure of control system
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Fig. 10. Position control of DC motor
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Fig. 11. Control and monitoring interface

1V. SIMULATION AND EXPERIMENTS

A. Simulation set up and results

The whole system is shown in Fig. 12. The two trajectory
generator blocks are built to create the rectangular obit and
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circular orbit. Plan the trajectory of an end effector so that the
end actuator travels in a rectangular or around a fixed center
at a certain speed and acceleration. The kinematic parameters
of the end effector are transformed into the angular motion
parameters of the active arm by the inverse kinematics model.
PID position control will secure that each DC motor will

move the arm to the right angle (Fig. 14).

The CAD model of 3R2S2S delta robot which was built
under Inventor software environment in previous section will
be used to import into Matlab via the Simmechanics toolbox.
We obtain the Simmechanics model of robot with the

connection between each robot arm (Fig. 15).

In order to check the motion performance of the robot, the
driving force and the sensor are added into the SimMechanics
model. The driving force is generated by a DC motor. Sensor
will detect the motion parameters of the active arm, through
the forward kinematics model to calculate the end effector

motion parameters (Fig. 17).
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We will test the operation of the system in two cases: a
60mm square trajectory and 20mm diameter circular
trajectory. The simulation results from the first case are

Fig. 15. 3R2S2S Delta Robot Model block

shown in Fig. 16 and Fig. 17.
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20mm radius of motion

Through simulation experiments, we can verify the
motion of 3R2S2S Delta robot kinematics model and continue
testing with the real system in the next part.

Hinh vuéngé Hinh chii nhédt Hinhtrén Hinh tam giac

B. Experimental Results

The performance of Delta robot continues verifying with
the real mechanical model and control system. To evaluate the
performance of the developed Delta robot, a measurement set-
up is built. Some tests are carried out to ensure the operation
of the robot system:

- The angle of an active arm is considered in Fig. 21.

- The position of center point of moving platform is

veri_fy in Fig. 2_2 . i Fig. 23. Experiment result with 60mm rectangular trajectory
- Trajectory motion (Fig. 23 and Fig. 24).
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Fig. 24. Experiment result with 20mm diameter circular trajectory

V. CONCLUSION

This work demonstrates a design of a 3R2S2S typed delta
robot with DMC 2163 controller board for performing
multifunctional operations. The design of the proposed Delta
robot includes the three-axis rotation of the wrist, a pointer
and a six-axis robotic arm. The robot system’s
implementation involves the construction of mechanical
design, integrating electronics components and control
system. The simulations and experiments were carried out to
verify the operation of robot system. The results obtained
reveal that the developed Delta robot completes the tasks
effectively.

In the future work, we will investigate of different
methods of the path planning as well as improving and
comparison of different control strategies. We also consider
the parallel-link robot system.
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Abstract: Solar energy is considered to be one of the most promising renewable energies in the world. Water pumping systems using
solar photovoltaic energy have been used increasingly widely in recent decades as one of the most popular solar energy
applications. This paper aims to analyze and design a simple standalone photovoltaic (PV) water pumping system used for
agriculture applications. Initially, solar pumping systems with direct couplings with the pump were utilized; however, their limited
performance caused the system to not operate at the maximum output of the PV generator. In the last decade, these systems have
been improving their performance due to the addition of the maximum power point tracker (MPPT) and control systems.
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I. INTRODUCTION

More than half a million Vietnamese do not have access
to electricity, mainly in mountainous regions or on islands. In
addition, our country has great potential for renewable
energy sources such as solar, wind, hydroelectric, biomass.
For supplying electrical power, these sources of energy
represent a promising economic and environmental solution
[1]. Solar energy is one of the best sources of electricity for
villages since it is abundantly available and relatively simple
to maintain structures. Water pumping systems using solar
photovoltaic energy have been used increasingly widely in
recent decades in rural areas of many developing countries as
one of the most popular applications of solar energy [2].
Various studies have found that the performance and
economic sustainability of solar photovoltaic water-pumping
systems (PVWPS) are cost-effective and reliable for
irrigation purposes [3] [4]. The advantages of these systems
are low maintenance, no pollution, easy installation,
reliability, the possibility of unattended operation, and the
capability to be matched to demand [5].

Generally, a PVWPS can be categorized into a grid-
connected and off-grid system. Off-grid systems are further
subdivided into battery-driven and direct-driven systems.
Direct coupling systems without battery storage are the most
commonly used. Since the energy produced from solar PV is
direct current (DC) in nature, the conversion losses are
minimal when the DC pumping system is in operation.

The main variables that influence the performance of
PVWPS are total dynamic head, the quantity of fluid
extracted, variation of solar radiation level, PV and motor
pump technology. A detailed analysis of the individual
system and its components is given in the following sections.

A maximum power point tracking system (MPPT)
ensures that the PV module will always operate at the
maximum power under any weather condition. Many MPPT
techniques in the literature can be used to change the system
operating point [6] [7]. In this work, the Perturbation and
Observation (P&O) method is used to track the Maximum
Power Point. It is the most widely applied method in the PV
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industry because of its simplicity, robustness, and ease of
implementation. However, it also presents drawbacks such as
slow response slow response speed, oscillation around the
MPP in steady-state.

This paper is structured as follows. Following the
introduction, Section 2 presents the modeling of components
PV pumping systems. Section 3 describes the MPPT
algorithm in this work. The simulation results and discussion
are illustrated in Section 4. Finally, the conclusion is given in
Section 5.

Il. MODELING OF COMPONENTS PV PUMPING SYSTEMS

In this study, the system is composed of four main
parts: a PV array, a DC-DC Boost converter controlled by
MPPT algorithm, a motor-pump, and a storage tank. A
simple schematic of the pumping system is shown in Fig. 1.
In this study, a PVWPS has been designed specifically for
tomato greenhouses.

A. Storage tank

In this work, the water storage tank plays the role of
batteries. It is sized to meet the load demand. A maximum
daily amount of water should be calculated to determine the
capacity of a tank.

Discharge
Head

Pump
Solar Panel

Suction

Fig. 1. Components of PV pumping systems [8]

B. Motor-pump

There are two basic types of motors: alternating
current (AC) and direct current (DC), where each category
has its own types and applications [5]. Fig. 2 shows the type
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of motors used in photovoltaic water pumping systems. DC
motors are generally more efficient than AC motors.
Moreover, they do not require an inverter since PV arrays
generate DC power. However, DC motors may need
periodic replacement after 2000-4000 hours due to the
mechanical moving parts.

Motors

DC AC
motors motors
) {
Permanent Wout}d— Induction Synchronous
magnet rotor field
Brushless ‘ Brushed Wound-rotor Squirrel-cage

Fig. 2. Motor classifications chart [5]

Pumps can be classified into rotodynamic
(centrifugal) and volumetric (positive displacement). The
centrifugal pump is the most widely used; it has relatively
high efficiency, is simple, requires low maintenance and is
able to pump a high volume of water. Moreover, centrifugal
pumps can be connected directly with PV modules.

C. Total Dynamic Head (TDH)

TDH is one of the essential parameters in designing a
pumping system. It is the total equivalent height that fluid is
to be pumped, taking into account friction losses in the pipe:

TDH=Static Height + Static Lift + Friction Loss 1)

Where:
e  Static Height is the maximum height reached by
the pipe after the pump
Static Lift is the height the water will rise before
arriving at the pump.

Hydraulic power required to supply a water flow rate (Q) at
a certain TDH is given by [2]:

Pu(W)=Q.TDH.p.g 2
Where Q is water flow rate (m%/h); p is the water density; g
is the acceleration due to gravity (9.81 m/s?).

The electric power required for the motor-pump is give by:

Pii_req (W)
I:’E_req (W): = (3)
Mp-Nm
Where np : efficiency of the pump, 1, : efficiency of the

motor

The approximate value of the rated power of the
photovoltaic panel can be calculated as [2]:
_ I:)E_req (W)XG ref

I:)PV_produce (W) - (4)

Gaion*Fy
Where:

Pev produce 1S the peak power of the PV array under
Standard Test Conditions (STC)

Gref is the incident solar radiance at STC

Goiob is the global solar radiance on a horizontal
surface
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Fq is the quality factor of the system

D. PV array model

In the literature, several models for the PV cell are used.
The most commonly used is the one-diode equivalent circuit
[9]. In this model, a photovoltaic cell is modeled as a current
source. The photocurrent depends on the irradiation and the
cell temperature. The PV module equivalent circuit is shown
inFig. 3
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Fig. 3. Photovoltaic cell model
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Where lp is the saturation current; e is the charge of an
electron; k is Boltzmann's gas constant; n is the idealizing
factor of the diode, Rs represents the losses due to the
contacts as well as the connection, R, represents the leakage
currents in the diode. MATLAB/Simulink has been used to
develop a dynamic model for a PV module based on
equation (5).

Q)

I11. MPPT CONTROLLER

The PV systems operation depends strongly on
temperature, irradiation, and load characteristics. When a
direct connection is carried out between the source and the
load, the output of the PV module is not optimal. It is
necessary to add an adaptation device To overcome this
problem. As the load operating voltage is greater than the
PVG’s at the MPP, a DC-DC converter is chosen to be a
Boost converter.

A maximum power point tracking system (MPPT) is a
technique applied to PV systems to extract the maximum
power generated by the PV array at different weather
conditions. The MPPT algorithms can be classified into
conventional algorithms (normally effective in case of not
having any shading objectives) and algorithms that are based
on stochastic and Al techniques [5] [10] [11].

lov

Veu D (Duty cycle)

MPPT
algorithms

G (irradiation)

T, (ambient temperature)

Objectif: Maximize the energy produced

Fig. 4. General schematic diagram of MPPT algorithms

A. DC-DC Boost converter

The connection of a PV generator to a load requires an
adaptation. The architecture of the DC-DC Boost converter
is presented in Fig. 5.
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Fig. 5. Schematic diagram of a Boost converter

Fig. 6 shows the shape of the switch control signal T and o
is the duty cycle:

Fig. 6. Switch of control signal

Depending on the switch and diode state, there are two
operating states (configurations) [12]:

e State 1: When the switch is closed, the diode is
open.

e State 2: When the switch is open, the diode is
closed.

Depending on the evolution of the current in the inductance,
there are two modes of conduction:

e Continuous Conduction Mode (MCC): The current
in the inductor does not cancel out over a switching
period. It is, therefore, continuous.

e Discontinuous Conduction Mode (MCD): The
current in the inductor goes to zero before the end
of a switching period. The current in the inductor is
discontinuous.

We are interested in the mode of continuous conduction in
this study.
State 1:

Fig. 7. Boost converter Operation at Switch ON

The voltage across the inductor is:
di

v, =V =L—5>0 6

Vel (6)
So:

Y/

WET Q
Where I is the minimum value of the current in the
inductance.
State 2:
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—
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Fig. 8. Boost converter Operation at Switch OFF

The voltage across the inductor is:
di

v, =V-V,=L—t<0 (8)
dt
So:
V_-V,
I = EL S (t-aT, )JrILMAX 9

Where II_MAX is the maximum value of the current in the
inductance.

By definition, the average voltage of an inductor is 0 so:

1% 1 ¢ T
<VL > =_ J. VLdt: —( I VEdt+ I (VE -Vs)dt):o (10)
Td 0 Td 0 T,
(V) =aVe +(Ve-Ve)(1-0)=0 (11)
Finally, we get the following relation:
Vs= Ve (12)
1-a

B. P&O method

In this study, the P&O method is applied to implement
the MPPT algorithm. The P&O method uses the PV current
and voltage measurements and compares their previous and
present values. In fact, it consists in perturbing the panel
voltage and comparing the PV power value obtained with its
previous value. The increase in the PV power generates an
increase of the perturbation voltage.

In this method, the step-size is a very important factor. A
larger step-size leads to a faster response but more
oscillations around its MPPT point. On the other hand, a
smaller step-size improves efficiency but slows convergence
[13].

The oscillations that P&O can generate are considered
the main drawback of this method. However, P&O method is
the most widely applied method in the PV industry because
of its simplicity, robustness, and ease of implementation.
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Fig. 9. Principle of P&O method
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The flow chart in Fig. 10 illustrates the P&O method.

Fig. 10. Flowchart of the P&O algorithm

1V. SIMULATION, RESULTS & DISCUSSION

A. Simscape

Simscape is a Matlab tool that uses a physical
modeling approach for creating System models. As opposed
to the Simulink blocks that represent mathematical
operations or operate on signals, Simscape blocks represent
physical components directly. With Simscape blocks, a
system model is built in the same way as a physical system
is assembled [14].

The Simulink model is essentially a representation of
the actual mathematical equations that govern the behavior
of the system. One of the biggest challenge in building a
representative system model is user-knowledge of the
system. Someone who knows a system well enough
including all the mathematical equations may find it easy to
replicate the equations in a tool such as Simulink. However,
someone who is encountering a system the first time may
find it quite difficult to transition from a physical world to
the level of abstraction necessary for a mathematical model.
Simscape automatically constructs, from the model,
equations that characterize the system behavior, which are
in turn integrated with the rest of the Simulink model.

In this work, Sim-Electronics and Sim-Hydraulics
block sets were used to implement the whole system in
Matlab/Simulink environment.

B. Parameters
- Storage tank

The maximum amount of water required by one square
meter of tomatoes per day is 15 I/m?/day. We suppose the
area is 1000 m? (around 2800-3200 tomatoes), hence the
daily water requirement is 15 m3/day. With evaporation and
storage losses taken into account, the tank's capacity is
around 16 m?.

- Total Dynamic Head (TDH)
Static Height = 03 (m)
Static Lift = 05 (m)
Friction Loss = 0.15 (m)
So TDH =8.15 (m)
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C. Simulation

Results simulations were achieved by using Sim-
Electronics and Sim-Hydraulics blocks in Matlab/Simulink.
Two systems are presented in this section: Direct connection
and MPPT connection. In the direct connection, the PV
generator is directly connected to the Moto-pump (Fig. 11),
while in the MPPT connection a MPPT controller is placed
between the source and the Moto-pump (Fig. 12).

Fig. 12. Pumping system with MPPT connection of the PVG
a) Simulation under Standard Test Conditions (STC)

The results are obtained during one minute under STC:
1000 W/m? irradiance and 25°C temperature. Fig. 13 shows
the PV power under STC in two cases. Compared to direct
connection, the system with MPPT connection shows greater
power. Fig. 14 shows the speed of a DC motor. This speed
can be seen as the image of the PV generator voltage. Fig. 15
shows the progress of the tank volume. Regarding the slope
of each curve, the tank volume can reach 15,45 m3at STC in
five hours (number of peak sun hours par day) in case of
MPPT connection while in the other case, the tank will be
filled with 14,45 m? in five hours.

300

Direct
MPPT

BV Power (W)
g

20 30
Time (s)

an

Fig. 13. PV Power under STC
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Fig. 15. Variation of the storage tank volume under STC

b) Simulation under variable conditions

The system is also tested in varying climatic conditions
(variable irradiance) within 60 seconds in Fig. 16.

1200

1000

Irradiance (Wim2)
H H

&

H

o 10 20 0 a0 50 50
Time (s)

Fig. 16. Variation of irradiance

PV Power (W)

o 10 20 30 40 50 60
Time (s)

Fig. 17. PV Power under variation of irradiance

Fig. 17 show that the power of the PVG is directly
proportional to the irradiance and is shaped like the
irradiance curve. It can be observed that MPPT connection
produces more power than direct connection. The results
demonstrate that MPPT controller has a good response time
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regarding the irradiance variation. The speed of the DC
motor is shown in Fig. 18.
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Fig. 18. DC motor speed variation of irradiance
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Fig. 19. Progress of the tank volume under variable
conditions

Fig. 19 shows the progress of the tank volume. The
results of simulation show that compared to direct
connection, MPPT has a distinct advantage. It can be seen
that in only one minute, the difference reaches 0.0076 md. If
we assumed this will happen regularly during five hours, the
difference would reach 3.8 m® which represents a very
important amount of water.

V. CONCLUSION

In this study, we present a simple but efficient
photovoltaic water pumping system. We estimated the daily
energy captured by greenhouses, calculated the amount of
water needed, sized the pump, and PV array in this study.
Results ~ simulations  were  achieved by  using
Matlab/Simulink/Simscape. Based on the amount of water
gained each day (3.8 m3), a MPPT connection system can
supply an additional (1387 m3) of water each year. The
results obtained demonstrate the pumping system's good
performance with MPPT algorithm.
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Abstract: Robotic arms are popular and highly applicable robots in many fields nowadays. Following the development trend,
they are increasingly improved to become an important technology in production. In this work, a 4-degree-of-freedom robotic arm
is studied and designed for application of fruit picking in agriculture. The position of the robot is controlled by coordinates sent
from the image processing system through an inverse kinematic model. The robot can operate stably in flexible working positions.
The control system consists of an Arduino Mega microcontroller and a servo motor. Through experiments, the average errors of
the position in the x, y, z directions are 5.5%, 3.21%, and 9.84%, respectively. The average travel time to the set coordinates is 7.8
seconds. The results after various test cases show that the robot performs well with the accuracy and response time satisfying the

specifications in the design.

Keywords: Robotic Arm, Fruit picking, Position control, Kinematics.

I. INTRODUCTION

The world is witnessing a huge development in
technology, most notably the industrial revolution 4.0. Along
with it is the presence of robotic arms that appear widely in
different fields. They have a wide range of applications from
factories [1-3], schools [4], medical services [5], mapping
[6], to industrial applications [7]. Their abilities are
advantageous: high quality, accuracy, efficiency and
economy, able to work in hazardous environments, in
demanding jobs with precision. Robots can also be
reprogrammed to be able to perform a number of different
tasks. With a lot of potential benefits, it confirms that robotic
technology plays an essential role in the industrial revolution
4.0 [8-10].

Robots with four degrees of freedom have been studied
in many scientific articles and have high applicability [11-
15]. S. Krut et al. [11] proposed an optimal design for a
parallel 4-degree-of-freedom robot to perform pick-and-place
actions at high speed and high acceleration. The design
achieved good dynamic equilibrium and eliminated
singularities during working. Du MengMeng et al. [12]
studied the kinematics and parameterization model of the 4-
DOF Scara robotic arm. The structure of the robot was
developed to reduce inertia, smooth motion, and minimize
torque for agricultural applications.

In agriculture, the application of self-harvesting and
caring robots for fruit trees is gradually becoming popular all
over the world. Typically, the orange picking robot (Hannan
& Burks, 2004) is designed to automatically harvest fruit

trees, and the Kondo Et strawberry picking robot is
developed in laboratories. In Vietnamese agriculture, one of
the countries with the strength of agricultural products, the
application of robotic arms in farms is extremely necessary.

In this project, we used a robot with four degrees of
freedom combined with an image processing system to
automatically pick fruits. The robot includes 2 reciprocating
joints and 2 rotating joints to ensure flexible operation to
working positions. The picking element is designed to be
firm and suitable for many types of fruit. The setpoint
coordinates are sent to the microcontroller by the image
processing system. The Arduino Mega microcontroller is
used to process the signal from the image processing system
and give control commands to the servo motor, based on the
inverse kinematics calculation of the robot. Experimental
results show that the robot has good performance, small
error, and low latency. The robot has high applicability in the
purpose of picking fruit according to the specified
coordinates.

Il. SYSTEM DESIGN

A. Mechanical design

The system is a five degree of freedom robotic arm. Link
1,2,3,4 have lengths of 70 cm, 80 cm, 30 cm, and 10 cm,
respectively. The joints of the robot work with rotation
angles of (J1, 00), (J2, 00), (J3, 1800), and (J4, 1800). Each
axis has a maximum operating angle, so the workspace must
be determined for future testing. The maximum grip weight
is 11.76 N and the maximum line speed is 100 mm/s. Fig. 1
shows the structure of the fruit picking robot. The end-
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effector is fixed for positioning, picking, and grasping. This
design offers a simple and compact mechanical construction

that not only provides sufficient DOF for pick and place
tasks, but also facilitates highly efficient motion control.

Fig. 1. The robotic arm realization

The control signals of the transducer are transmitted from
the computer or controlled by a pre-programmed
microcontroller. The end effector consists of three fingers as
shown in Fig. 2. The nail is opened and closed by a moving
device for opening and gripping. Each finger is attached with
a soft coating material to reduce damage to fruit and
vegetable during gripping. In addition, the end effector is
equipped with a limit switch to detect the opening and
closing range.

Fig. 2. The end effector

B. Image processing unit

The NVIDIA Jetson Nano Deverloper Kit is a small but
very powerful computer that allows you to run multiple
neural networks simultaneously for applications such as
image classification, object detection, segmentation, and
speech processing, all in a single platform that is easy to use
and consumes less than 5 watts. The Jetson Nano also
delivers 472 GFLOPS to run modern Al algorithms quickly,
with a 64-bit ARM quad-core CPU, an onboard 128-core
NVIDIA GPU, as well as 4GB of LPDDR4 memory. It is
possible to run multiple neural networks and process several
high-resolution sensors simultaneously.

Fig. 3. NVIDIA Jetson Nano Developer Kit BO1

The 12.3MP IMX477 camera is suitable for industrial use
and other applications such as security or that require a
higher level of image fidelity. This camera offers up to
12.3MP resolution, which is nearly 50% larger area per pixel
compared to Raspberry Pi Camera 8MP, thus providing
better visual effects.

Fig. 4. Camera IMX477 12.3MP

C. Controller

Movements of the links are driven by a NEMA 23
Teknic ClearPath Servo motor that operates at a maximum
speed of 4000 RPM and a maximum torque of 2 Nm. Joint 1
(horizontal) is driven through a worm gearbox with a ratio of
20:1 and a holding torque of 10.17 N m. Vertical movement
(y-axis) uses a gear box with a gear ratio of 10:1. These two
joints are linked by a L-shaped aluminum plate, so that the
rotation axis of the two gearboxes is perpendicular to each
other. The two swivel joints use a belt drive with a 1:2 gear
ratio. The velocity of the rotary joints (i.e., servomotors) can
be adjusted through frequency pulses varied from 0 to 500
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kHz. The pulse signals are generated by the Arduino Uno
microcontroller. The communication between the Arduino
and the servo motor is established based on the transmission
ports in the UART environment.

I11. POSITION CONTROL

For fruit picking systems, the operator needs to
approach different locations with high precision and
flexibility. To achieve this goal, a motion control approach
is presented in this section by fully exploiting the
mechanical structure of the 4-DOF system developed from
the inverse kinematics equation.

A. Inverse kinematics

The kinematic description of the 4-DOF controller is
illustrated in Fig. 5. Let [x, y, z] T € R3 be the position of
the end effector. According to the kinetic diagram shown in
Fig. 5 and the Denavit — Hartenberg kinetic equations [37],
the forward kinematics function can be obtained:

Xe =1, +15.Cq3 +1,.Cq5.Cqq — 1,.Sq5.5q41)
Ve = — (3
ZB — ql + l3.Sq3 + l4.Cq3.Sq4 - l4,.Cq4.Sq3

Fig. 5. Coordinating systems on each joint

Inverse kinematics is a calculation to find angular
variables (joints) of the robot in determining the position
and orientation of the end effector [6]. The Pythagorean
theorem and the trigonometry rules can help solve the
inverse kinematics problem by looking at two sides,
especially the top and side projection of the system.
Displacement g2 is a vertical axis of rotation that can easily
be determined. Fig. 6 is the top projection used to find the

Where:
o di — distance between xi and xi+1
e 0i — rotating angle around zi-axis so that xi is parallel
to xi+ai — distance between zi and zi+1
e qi — rotating angle around xi-axis so that zi is parallel
to zi+1
Fig. 6. Top projection
The values of the angular variables and the link lengths
are listed in Table 1. From Fig. 5 we have:
r 4z = =¥
_ (Ze—qu) +(xp— )" — 137 = 1y°
g, = arc cos( T )
abghy
| . . 2 20n
4 !{4:_{4:{{39_%]' +{xp_{_"]-_{!-_{4-]- (2)
. Ze — 1 o 413l )
g3 = arc sin— = — arc sin -

\-'I ':zp - r'|'J.:]: + ':-rp - {:]'

TABLE I. SYSTEM PARAMETERS

Variables Values
dl 0.89 m
d2 0.78 m
d3 0.3m
d4 0.33m
ql (0m, 0.8 m)
g2 (0m, 0.7 m)
g3 (0°, 180°%)
g4 (-90°, 90%)

\-'II':ZP - r'|'J.:|: + l:‘rl? - {:]'

g, = Z — I3sing; — {ﬁin{qz + ‘?4]

The inverse kinematics characteristics to compute the
joint parameters [g1, g2, 3, q4] T from the position of the
end effector [x, y, z] T. In general, gradient-based
optimization solvers [38, 39] can be used to compute the
inverse kinematics of a controller. However, since the 3-
DOF controller has a simple structure and is easy to exploit,
its inverse kinetics can be determined by the analytic
expression in (2), which can avoid the repetitive and
complex optimal procedure, thus helps save time and
minimizes errors.
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1V. EXPERIMENT AND RESULTS

A. Workspace

The workspace is the total volume that the end effector
can be achieved. The workspace size depends on the extent
of the x, y, and z axis coordinates. The test is carried out by
comparing the reference trajectory and the measured position
of the link after being moved based on the inverse kinematics
calculation. Fig. 8(a) shows the results of x-axis coordinates,
the end effector can reach a maximum length of 74 cm from
the position of the base and has a good response from 40 to
65 cm. The nearest point that the robot can reach is 36 cm,
despite some significant errors. The points from 0 to 36 cm
are unknown positions for the end effector. The end-effector
cannot touch the object at those ranges because the link is too

long while the object is too close to the robotic arm.
Unknown state also occurs for points further than 74 cm as
the length of the link is too short to reach to that point. The
same pattern occurs for the z-axis coordinates, as shown in
Fig. 8(c). The z-axis travel range is limited from 0 cm to 70
cm. Experiments also showed that the height (y-axis) that the
robotic arm can achieve is from 20 cm to 80 cm, as shown in
Fig. 8(b). The distance from 0-20 cm is where the motor and
reducer are located, so the robot is limited by this height. A
height of 30 to 65 cm is the most optimal distance where the
end-effector can precisely reach. In addition, the average
errors of the position of the end effector at the X, y, and z
coordinates are 3.7%, 8.89% and 9.84%, respectively. Errors
are acceptable in a range between 40 cm to 65 cm for x and y
coordinates, and between 25 and 65 cm for the z coordinate.
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Fig. 9. Front and top projection of the workspace

Based on the inverse kinematics calculation of the x, y
and z coordinates, the workspace of the robotic arm can be
clearly defined. Figures 9(a) and 9(b) illustrate the robotic
arm workspace in front and top projections. The results show
that the robotic arm cannot select or place an object outside
the workspace. The closer the object's position is to the edge
of the workspace, the more inaccurate the robotic arm gets.

B. Tomatoes picking

In this part, a series of robot operations are presented to
pick up tomatoes from the coordinates sent by the image
processor. Various coordinates are given to evaluate the
accuracy and efficiency of the robotic arm. Initially the arm
is in the default position. The position (33, 20, 30) in (X, Y, 2)
is chosen as the origin. The end effector will go to the
coordinates where the object is placed. After the end effector
reaches the desired coordinates, the gripper picks up the

object and returns it to the storage area. After picking up an
object, the robot will continue to receive next coordinates.
The robot arm will work automatically until no more objects
are detected. We can see that the robot has completed the
work at different coordinate axes in Fig. 8.

Fig. 10. Tomatoes picking test
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V. CONCLUSIONS

This study has presented the system design and motion
control of a 4-degree-of-freedom robotic arm for fruit
picking in agriculture. The system is composed of an image
processing unit, a 4-DOF robot controller and the end
effector responsible for carrying out fruit picking. Through
experimental evaluation, the system has achieved precise
and agile movement that can be applied in practice at a
reasonable price. Using the inverse kinematics equation has
improved the robot's ability to pick and drop fruit. With the
industrial revolution 4.0 taking place rapidly, accompanied
by the growing agriculture in Vietnam, this system has an
enormous application potential and a great basis for
development. For future development, more research on
optimizing the workspace for better performance in path
tracking and improving the precision of object classification
task should be conducted.
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Abstract: The process of automation and modernization is having a strong impact on the agricultural sector recently. In this
process, robots play an important role as they are the key driving smart and automotive agriculture. In order for a robotic system
to work efficiently, vision processing module is crucial. This study presents an automatic classification and detection system of fruit
objects to be harvested for a fruit picking robot. The method is based on the object analysis algorithm by color and image
segmentation. The color features are extracted in the HSV color space and then used as input to the OpenCV library-based
processing algorithm which will automatically calculate the values for the classification threshold. Different fruits were used to
evaluate the automatic sorting method. The resulting objects extracted by this method are presented in binary images. Various
experimental results show that the automatic system can extract mature fruit from complex agricultural background and the
extraction accuracy is more than 95%. This method is very effective for computer vision systems to detect and select fruits. Along

with this is the strong applicability in practice.

Keywords: Machine vision, OpenCV library, Harvesting robot, Image processing.

I. INTRODUCTION

Since the 1990s, with the development of computer and
information technology, artificial intelligence, machine
vision and other new technologies in agricultural machinery
are becoming more and more popular. Robots composed of
agronomic technology, mechanical technology, electronic
technology and artificial intelligence technology is one of the
new research focuses in the field of agricultural machines
[1-4]. Research on agricultural robots has been launched
since the 1980s [4-9]. For example, Japan has developed a
robot used to spray pesticides. In the early 1990s, Korea
began to research the technology of coupling automation, but
the results only partially realized mechanical operations with
a lower degree of automation and speed. In European
countries with developed agriculture such as Italy and
France, grafting is a fairly common job. Because these
countries do not have their own grafting robots, part of the
grafting works is still manual, while others use grafting
robots from Japan. At present, many harvesting robots have
been developed, such as tomato picking robot, cucumber
picking robot, etc.

Fruit is an essential product in human life and the
automation in agriculture to harvest fruit is more and more
demanded. Therefore, robot picking of ripe fruit is becoming

the focus of recent studies. Ripe and unripe fruits have
different color characteristics. Fruits are usually green before
ripening, then they turn yellow, red or orange as the result of
their pigments when ripe. The ripening period of the fruit is
also divided into many different stages: the semi-ripe period
(the top of the fruit is red-orange extending to the abdomen,
the color is about 50%), the ripening period (the color of the
fruit is characteristic full bloom, but the base is still green)
and the final ripening period (full color and solid color). Fruit
picking robot mainly handles at the stage when fruits needing
to be harvested, which is the period of ripening. For the task
of analyzing a large number of fruits, image-based
classification is an accurate and optimal method. The images
of fruits are recognized through the computer's vision
sensors. They are usually displayed in many different color
spaces such as HSV, RGB, OHTA, etc. Image processing
algorithms will take these images as the input, then output
and classify the fruits. Color-based object selection is also
widely used in automated robotics industries. There are
many rapid object extraction methods used for modern
robots studied [9-1].

X. Wei et al. described the implementation of an
antinational system for a humanoid robot based entirely on
variant vision in space [4]. They use a histogram built in the
HSV color space, but the conversion relationship of the HSV
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from the RGB color space is non-linear. An adaptive color-
based robotic vision system using the proposed pixel
classification method was used to overcome the non-linear
problem [5,6]. For robotic systems, vision sensors are ideal
due to their low cost, wide availability, high data content and
information speed. Object extraction method is an important
part of machine vision [7]. In addition, it is essential to
process the information in the minimum time. Therefore, it is
important that the image processing algorithms be fast and
accurate, which is also the goal of every research. In this
paper, we propose a fruit object extraction system based on
HSV color space and OpenCV library. HSV is a color space
that helps images to be displayed visually and processed
easily. Instead of plotting small vectors on an image, in HSV
the vectors are mapped to H, S, and V values. This makes it
easy to select the desired range of values. This system is
operated in practice with complex environment, so OpenCV-
Python is a useful open-source image processing library to
use. MATLAB is also a well-known programming language
for image processing, but it can be said that computer vision
applications developed using OpenCV-Python are easier,
less complicated. The vision sensor used is an IMX camera,
the computer used is a jetson nano module. The frames after
being acquired must undergo some preprocessing operations
such as converting the color space. The main advantage of
using Python-OpenCV is that it can simplify all preprocessor
operations. There are several predefined libraries available in
OpenCV to perform these operations. These libraries will
provide all the functionality. We use a series of algorithms to
process the input image from the camera, convert the color
space, get the object profile, and calculate it to give the
actual coordinates to the robot's microcontroller. Finally, the
actual images of fruits are tested to check the performance of
the system.

Il. THEORY AND SOFTWARE LIBRARY

A. Calibration solution for camera

The process of converting images from zero to image space
often gives non-preferred results because they are not
maximized and is often distorted.

Fig. 1. Camera calibration checkerboard

When the camera is placed parallel and centered and has
a standard position to ensure parameters of focus, the
epipolar curves of distorted image will be corrected to
become straight lines. The technique used to do this is called
camera calibration. Camera calibration is done by taking
checkerboard patterns at different angles to calculate the
camera’s internal parameters. Based on these parameters, it is
possible to correct the distortion of the image by a suitable
algorithm. The checker box shown in Fig. 1 is used to
evaluate the curvature of the image obtained from the
camera. Image distortion can be in the form of a convex or
concave sphere as shown in Fig. 2.

Fig. 2. Image distortion

Radial distortion occurs when light rays bend closer to
the edges of the lens than to its optical center. The smaller
the lens, the greater the distortion. The radial distortion
coefficient models this type of strain. Distorted points are
represented as (x 5. vy ).

wp = w1+ kyr” + kv + kgr®) 1
ré+ ko r®) @

Yp = r¥ + ko

Yo = y(1+ ky2
Where:
e x,v: Pixel coordinates are not distorted.

e k,. k. ky : Radial distortion coefficient of the
glazing system.
o ri=x" —_‘,‘:
B. Algorithm to convert jetson camera coordinates to real
coordinates

The problem of determining real coordinates from image
coordinates can be address using OpenCV.

Equation (2) show the relation of 2D coordinates on
image with real 3D coordinates:
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Where:

e X.¥,Z: The actual coordinates of the object
need to be determined.

e u v: Coordinates of the projection point in
pixels.

e 4. Internal matrix of camera parameters.

e «,.c,: Coordinates of the reference point,
always in the center of the image.

e fi fii Focal length

To simplify the calculation, the coordinates are converted
to the following:
X
-
Z

Finally, the coefficient of real coordinates X, Y, Z in

space is given as:
u
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In the case of using a 2D camera, it is not possible to
calculate the depth of the object in which we can reduce and
assign the approximate coefficient of one coordinate in

(a) Screen coordinates

advance. Fig. 3 shows the actual coordinates after

calculation.

(b) Actual coordinates

Fig. 3. Coordinates in screen and actual coordinates after transformation

C. RGB to HSV color conversion algorithm

The RGB color space can be seen in Fig. 4(b). Colors
that are often combined between red (R), green (G) and blue
(B) are referred to the three primary colors [8]. This is also
the most common color space. Each element can take a value
from 0 to 255. Where (0,0,0) represents black and
(255,255,255) represents white. From the three primary

(a) HSV color space

colors, different types of color spaces can be calculated using
linear or non-linear transformations. Choosing the best color
space is still one of the difficulties in color image
segmentation. Here, we study the selection of HSV color
space to process the classification of ripe fruits. The HSV
color space is represented by three values of H (Hue), S
(Saturation), and V (Value) as shown in Fig. 4(a).

(b) RGB color space

Fig. 4. HSV and RGB color spaces

The R, G, B values are divided by 255 to change the
range from 0 — 255 to 0 — 1 as shown in equation (5).

. R
255
L G
- 235
, ®)
B'=——
255

C max =max(R',G',B")

Cmin =min(R',G',B")

A = Cmax — Cmin
With & = 0, Cmax =8, C max =6, C max =E', the

formula for the relation between coefficients R, G, B when
converted to color system H, S, V is:

00
60° x (% +6)

H=160°x EE+2)
60° X (= +4) (6)
0 Cmax =0
A
S = Cmax =0
Cmax
V = Cmax

From the conversion formula, we get the image of the
object captured by the camera in Fig. 5(a) and the conversion
result shown in Fig. 5(b).
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(a) RGB color space

(b) HSV color space

Fig. 5. Image of objects in RGB and HSV color space

D. Image processing based on OpenCV library

Profile-based object extraction can track objects of any
color. Besides, it is possible to track both static and dynamic
objects. In the case of still images, we must load the image
into the program and then use the predefined OpenCV
functions to track the object. In the case of video, we can
track both live video and recorded video. Live video can be
also controlled using Python OpenCV code. The function
that performs the direct image acquisition function is:

cam = cv2.VideoCapture (0)

This function is a predefined function in the OpenCV
library to get the frames directly from the camera. This
simply creates an object for the camera and using this object
we can control video recording and other web cam related
functions. VideoCapture() can have parameters like 0,1,2,
etc., which represent the camera connected to the computer
system. 0 is the default camera system, 1 can be the first
external camera connected to the system, and so on. When
the system starts to receive the video, it decomposes the
video into picture frames. All image processing will take
place on these frames. Each frame will be processed
separately. Image representation is the first step of object
tracking. When the object is present in the frame, it is
represented. The image needs to be distinguished from the
background. The color of the object is the main criterion for
identifying the object. Using certain thresholding functions,
each color object can be represented separately in the

(@) The object after filtering

background. When the image is represented in the HSV color
space, each value will have an upper amplitude band and a
lower amplitude band. The upper and lower band ranges of
some primary colors are shown in Table 1. After setting the
ranges of values, the filtered object can be seen in Fig. 6(a).

TABLE I: VALUE RANGES OF PRIMARY COLORS

Color Lower range Upper range
Red [160,170,50] [179,250,220]
Green [53,74,160] [90,147,255]
Yellow [110,50,150] [130,260,255]

Whenever objects are detected in the frame, a square
outline is drawn for the object. That contour will represent
the object's boundaries. The next step is to find the center of
the object. Here, the object focus is considered based on the
area inside the contour.

If the image moment inside the contour is set to M, then
the coordinates of the center can be calculated as follows:

cx = int(M[’'m10’]/M[’'m00°’])
cy = int(M[’'m01°}/M[’m00°’])

Contour properties of an object can be obtained by using
the cv2.boundingRect(contour) function in the OpenCV
library. The tracked subject is shown in fig. 6(b).

(b) The object to be determined

Fig. 6. Object image after filtering and identified object
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I1l. SYsTEM DESIGN

We use NVIDIA Jetson Nano Developer Kit which
shown in fig. 7. This is a small but powerful computer that
allows users to run multiple neural networks in parallel for
applications such as image classification, object detection,
segmentation, and speech processing. All in the same
platform which is easy to use and only consume power less
than 5 watts. The Jetson Nano also delivers 472 GFLOPS to
run modern Al algorithms quickly, with a 64-bit ARM
quad-core CPU, an onboard 128-core NVIDIA GPU, as well
as 4GB of LPDDR4 memory. It is possible to run multiple
neural networks in parallel and process several high-
resolution sensors simultaneously. Aside from that, the
12.3MP IMX477 Camera is suitable for industrial use and
applications such as Security Cameras and other specialized
optical devices that require a higher level of image fidelity.
This camera offers up to 12.3MP resolution, which is nearly
50% larger area per pixel compared to Raspberry Pi Camera
8MP, thus providing better visual effects.

Fig. 7. Jetson nano and camera IMX

The system algorithm diagram is shown in Fig. 8. First,
the IMX camera acquires images from the environment. The
image is processed by the Jetson module, displayed in RGB
as input to the image processing unit based on the OpenCV
library. Then the conversion function performs the
conversion from the coordinates on the image to the actual
coordinates. Finally, the signal is passed to the robot for
processing. Serial communication is based on UART
communication.

1V. EXPERIMENTAL RESULTS

Experiments were repeated many times to evaluate the
efficiency of the system. There are in total twenty times that
the experiment is given and compared with different cases.
As mentioned, images in the HSV color system are
represented by three color parameters. The user can edit the
parameters in the color window. In addition, the min and
max parameters are also changed to expand the color
detection range. Fig. 9 is the available interface including 6
scales: LowH, HighH, LowsS, HighS, LowV and HighV.
These scales correspond to minimum and maximum values
of hue, saturation, and exposure.

H_min: 0 '

S_min: 0 '

¥_min: 0 '
H_max: 179
S_max: 255

V_max: 255 ]

Fig. 9. Color adjustment trackbar

Some of the object classification results are shown in
Fig. 10. Ripe tomatoes in fig. 10(a), strawberries in fig.
10(b) and apples in fig. 10(c) were selected as the subjects.
They are processed and graded on each frame of the video.
The coordinates of the object are determined and displayed
on the screen with high accuracy (over 90%). The
percentages of pick-ups are shown in Table 2.

TABLE II. PERFORMANCE ANALYSIS OF THE SYSTEM

Transmitting
coordinates to
tobot

Give real

Image Editing Image Tracking object | ] :
acquisition with Opencv coordinates

Image Total Recognized Extract rate (%)
Tomato 30 27 90
Lemon 30 28 93
Orange 30 30 100

Fig. 8. System model

(a) Lemon

(b) Tomato

(c) Orange

Fig. 10. Extraction results of fruits
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V. CONCLUSION

In this study, a real-time objective location image
processing system applied in agriculture is presented. The
number of experimental results indicates that the system can
successfully recognize ripe fruits from complex environments.
The extraction rate of more than 90% helps the fruit picking
robot to reach the object accurately, results in completing the
task of picking fruit efficiently. Therefore, this system shows a
strong applicability in practice.

In the future, fruit yield will not be limited to fresh use. As
the consumption of fruit products is increasing, there will
appear special growing establishments that provide raw
materials for the production of fruits, juices, canned fruit
products, etc. In this future agricultural scheme, the
development of fruit picking robot can effectively reduce the
fruit-growing labors and will be helpful for promoting a larger
fruit production area, and thus obtain more economic benefits.
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Abstract: Prediction of current water pollution is a very important task for life safety of human and life species. To this end, it is
imperative to be able to define uncertainty in the model prediction. That is the task of sensitivity analysis whose role is to identify
what uncertainty in the model outputs is attributable to the model inputs (parameters in this case). Traditionally this is achieved by
running the model for many different random samples of the parameter space to determine their impact on the model outputs. It
provides information on how much of the output variance is controlled by each parameter of the inputs. In this paper, we follow the
adjoint approach for computing sensitivity of the response function to changes in the input source. This approach allows us to
compute the gradient of the response function with respect to the measurement values. One finds that the sensitivity is strongest in
the pollution source area. That is one of few methods that is capable of finding the pollution source location for the situation when
there is insufficient information on the initial system state and measurements. The method is applied to study the 1D Bugger equation
of water pollution.

Keywords: Output sensitivity, response function, source pollution, 1D Bugger equation of pollution.

adjoint equation (AE) approach for computation of the
I. INTRODUCTION sensitivity of the output (system response) with respect to
Study on pollution is a very important issue. For example, ~ input parameters (see Dimet et al., 2014; Shutyaev, 1995). It
water pollution matters because it harms the environment on  allows us to obtain the information on how the output is
which people depend. Traditionally, people have inhabited  affected by each input parameter. In the next section, the
places with ready access to fresh water. A large part of the  statement of the problem is given. The AE approach is
world's population is directly dependent on access to natural ~ presented in detail in section 3 for the computation of the
freshwater sources. That is why water pollution should matter ~ sensitivity of the response function to changes in source
to a large number of the population. The ability to know in  inputs. It is seen here that by running the AE backwards in
advance and with high accuracy the effect of pollutant ~ time one can produce sensitivity of the response function to
emission changes from one (source) region onto another  any source located in the domain of consideration.
(response) region of interest would help decision makers to
improve public health and the environment. Also, knowing Il.  VARIATIONAL METHOD BASED AE APPROACH
exact locations of an emission source that could have an 21 Mathematical formulation of the problem
impact on the region considered during a given time period
allows to avoid severe damage to people and property,
negatively affecting socio-political economy ...To solve the
pollutant water problem by simulating the initial condition, the
measurement values and the observer areas play very
important roles. However, in practice, it is difficult to assign
good values to them. To overcome this difficulty, in this paper
we develop a tool for computing the sensitivity in the form of
the gradient of the response function (RF) with respect to
measurement values. The method is based on estimating the
gradient of the RF with respect to observations. The pollutant
source area is identified by the high level of the gradient. The
objective of this paper is to provide an efficient tool based on

Suppose the flow under consideration contains a passive
tracer issued from several sources for the time period [0,T].
Let the system of equations governing the flow and the
associated system of tracer observations be given. What we
are interested in is to know what contribution of a source S in
producing this passive tracer. Let us assume that the one
dimensional velocity field U = U(x, t) evolves according to
the Burgers equation given by :
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(W, U ea=lLuLlt € [0.T]
dt ox Vaxz_f’x T Ty
U(0) = U, t = 0,initial condition;

U=U,, X = Ly, boundary condition on L;

ou
al +p Fi U,,x = L,,boundary condition on Ly;

Where the flow coefficient v(m?/s) is supposed to be
constant, U=U(x,t) is the unknown function belonging for any
t to a Hilbert space Ry = L,(Q),Q = [L,L,],.U € Ry, f
iS a nonlinear operator mapping Jy into Jy with
J u=L2(0,T;Ru). The concentration of pollutant, considered as
a passive tracer, in its turn, is described by

dc ac 92c
HU— =15 =Sx€Q=[L,L,t € [0,T];
C(0) =C,, t = 0,initial condition; (2.2)
C =C(,, x = Ly, boundary condition on Ly; '

b/C + Ag—z = C,,Xx = L,,boundary condition on L,;

Here the concentration diffusion coefficient n(m?/s) is
supposed to be constant; C=C(x,t) is the pollutant
concentration which is an element of the Hilbert Rc=L»(Q),
Co € R¢; S is the pollutant source. The problem we are
interested in is to retrieve the fields U, C from the observations
U,ps € Ry related to the system state U and from C,p¢ €
R - observations for the concentration C of the pollutant..

2.1.1 Estimation of the initial condition.

To estimate the trajectory of system state over the period
[0,T] based on observations, let us follow the variation
method (VM). According to variation method [see
(Dimet, 2014), (F.X.L.Dimet, 2002), (Tran, 2019)], the
optimal trajectory of variation couple U(t) and C(t) t €
[0,T] is proposed to find, among all possible
trajectories, the one which minimizes, for example, the
cost function J,

1T
JWo,Co) =3 [y < Vay(HyU = Uops), (HyU — Upps) >g,, dt
1T
+§f0 < Vac(HeC = Cops), (HeC — Cops) >p, dt
+3 Wiy (Uo = D, +75 Wae (Co = Oli3,. (23)

where [If[13 = J,* f (). f(x)dx; (UnCo)ERuXRe, (T, 0)
€RuxRc are given (background state), (Uobs, Cobs) ERuabs ¥ Rcobs
are observational data),Ruos, Rcobs are Hilbert spaces
(observation spaces), Hu:Ru—Ruobs, Hc:Rc— Rcobs are linear
bounded operators,Viu:Ru— Ru, Vic: Re— Rc; Vau: Ruoss—
Ruobs, V2c:Rcons— Reobs are chosen symmetric positive definite
operators. Hy and Hc are the observation operators.

Consider the following data assimilation problem
with the aim to identify the initial condition: for given S
find Up € Ry = Lz(Q), Co€ERc = Lz(Q), UeRyand C
€ Rc such that they satisfy (2.1)-(2.2), and on the set of
solutions to (2.1)-(2.2), the functional J(Uo,Co) takes the
minimum value.

The minimization problem (2.3), in principle, can be
solved using the theory of optimal control but it is very
difficult since we have to seek an optimal trajectory in
the functional space. Simplicity can be made by
reducing the space of control variables from the
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functional space to the space of the initial state. Namely,
we will suppose that the trajectories U(t), C(t), t € [0, T]
are determined by the initial conditions Uo, Co. This

(21 assumption reduces the initial minimization to the

problem of finding the estimate U, and Cgy which
minimizes the objective function J. To do that, we need
to compute the gradient of J with respect to Up and Co:

J(Us, Cg) = arg J(Uy, Co)
Uo,Co

(2.4)

Then the corresponding optimal problem is written in the
form:

du au a%u
TV, Vo =fx€eQ=][l,L]t € [0T]
U(t =0) =U,, Iinitial condition;
U =U, x = L;,boundary condition on Ly;
alU+ B Z—Z = U,,x = L,,boundary condition on L,;
dc ac a2%c
ZHUZ—n-—= =Sx€Q=[LyL,]t € [0,T]; (2.5
C(t =0) =C,, Iinitial condition;
C =(C;, x = Ly, boundary condition on L;;

yC + AZ—i = C,,x = L,,boundary condition on L,

J(Uo, Co) =minJ (U, Cp).
0~0

By the similar method as done in (Dimet et al., 2014), let
P, Q (adjoint variables) be the solutions of the following AEs

dP JoP %P ac .
T a+VW_Qa:HUVZU(HUU_UOb5)’
x €Q=[L,,L,],t € [0,T];
Pt=T)=0
P=0, x = L, (2.6)
va dapP
(U+ﬁ) +vao=0,x 2if B#0
d oU 92 *
d—f a—XQ ﬁ=HcV2c(HCC_Cobs)'
x € Q=[Ly,L,],t € [0,T];
Qt=T)=0
J 020, x = L, 2.7)
9 .

Q=0,x = LifA1=0
One can show that the gradient of the cost function
satisfies the relationship: VJ = (Jy,,J¢,)
with Ji, = Viy(Uo — U) — P(0)
]&0 = VZZU(CO - C)—-Q(0)
The optimal problem is solved by finding U, V;, from the
equations

Viy(Uo = U) = P(0) = 0 and V5, (€, — €) —Q(0) = 0

(2.8)
(2.9)

(2.10)
2.1.2  Sensitivity of the response function to Cops.
Let the response function be defined by:
Gao=C (2.11)
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Introduce a direction Cops in the space of Cops and compute
the Gateaux derivative of function Gg in the direction cops by
the following formula:

Go=0C (2.12)

By definition, the sensitivity of the response function Gg
with respect to the observation Cops is the gradient of the
response function Gg in the direction cons. Following the
guidelines of the derivation of the gradient presented in
section 2.1, let U,C,P,Q be the Gateaux derivatives of
U,C,P,Q in the direction cqps. Using the equation optimality
system (2.5)- (2 7) ( [see (B Daryoush, 2008) ] we obtain the
equations for U, C, P, Q.

x€Q=[L,L,

Ut =0) =0,

U=0, x = L;,boundary condition on Ly;
al+B2=0,x = Ly,
boundary condition on L,

1,t €[0,T];

initial condition; (2.13)

=~ 0C ac a%¢
+U +Ua—r]ﬁ—0,

x € Q [LllLZ]Jt € [01 T]:
C(t=0)=C,, initial condition;
C=0,x =Ly, boundary condition on L;;

A ac
boundary condition on L,

dx2 _Q_=
HUVZU(HUU—uobS),xEQ— [L,L,],t € [0,T];
P(T) = 0 condition whent =T
P=0 x=1,
(U+ B)P+UP+V——0X = Lyif %0
P=0,x=Lif =0

dQ . aUqQ ., aUQ T A
—to ot +r)——HCV2C(HCC

X € Q [Li,L;],t € [0,T];
Q(T) = 0 conditionwhent=T
Q=0 x=1,
(V+)Q+0Q+n3=0x =
Q=0,x =Lif A=0
Multiplying equation (2.13) by P! ,equation (2.14) by @
(2.15) by =¥ , equation (2.16) by —A, and then integrating it

in t from 0 to T and over Q =[L;, L2] and adding them we
have:

(2.14)

X:Lz,

e ok

(2.15)

- Cobs)'

(2.16)

Lyif 1#0

Uy

f (P, _+W_V )Lz(n)dt+f @ —+U——

2%A oo’ aZ

9x2 l.p)Lz(Q)dt-l'f (C_——UW— P
99% apt

ax T HCVZCHCA Yoo dt + f (U - -

62 1

axz _LP + HyVayHy¥ + Q° g + Cbahz(m dt +
fT aUP1| dt+fT apl{J dt+

x=L x=Lq
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TaQA| dt+ nJ, =

fo (Cobs » VchcA )Lz(ﬂ)dt +(P(0), ¥(0))y,0) +
(Q:(O),A(O))LZ(Q) + ((Z(T); D(T)) 1) —
(€(0), @(0)), 0y +{UM), P (T 1,00 —

a
roc | dt +
x=L

(0(0), P*(0)),,(qy + AA; + BB, (2.17)
where:
AA2 =
T » (va v
( fO P .(FIP-FVE)LC:LZ dt + .
ifB+0

T va p1
fou.(ﬁp +

k(_ foT oF kp]x det fT

Trurt+py)| a

x=L,p

a0 .
S PUyeydt) iff=0

oA
f ﬂ)l“z . \‘ifl %0

<U qa+n2£+uq>+Qw)L=L dt/

T 6Q
<_J; Ua-A|x=det -n

If P!, ®, ¥ and A are the solutions of the equations:

ac¢ ,
o2 Plepdt )if 1=0

apt ap! a*pt  ap

w U Ve Tt
« oA ac

HUVZUHUW+Q£+(D£: 0

Pl=0, x = L,

! . (2.18)
(P +vI_+UP +PY)|  =0ifp#0
B x x=L,
Pl=0, x =L, if f=0
P{(t=T)=0
20 U0 22+ 2 HeVycHeA =0

dt dx 6x2
=0, x =1L

ny P A
(TCI>+1]§+UCD+Q‘P)]: =0if1=0 (219)
®=0, x =L, if =0

dt=T)=0
_ow_aww o _
dt ax ax2
Lp:o, X—Ll
va v
va o= = 2.2
<(ﬁlp+vax)]x=L 0ifB#0 (2.20)
Y=0, x=1L, if f=0
‘P(t=0)=v1
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A A 9*A | C
(Z+US -2 +2-W=0
A 0, x =1,
ny -0 i 221
(ZA+n ax)]szz 0ifA£0 (221

A=0, x = L, if 1=0
A(t=0)=172

where v; and v, are chosen so that P1(0,v;,v,) =
VZ,¥(0) and ®(0,v,,v,) = VZA(0) then the equation
(2.17) becomes:

fOT(é; D, @dt = foT(VchcA: Cobs) 1, (@)t
As from the equations (2.12) and (2.22),

Iy G Covshiaqay At = Jy (VacH, Conshiy@dt (2.23)

dcCoyp
It deduces from the equation (2.23) that the gradient of
function Gq respected to Cops in every time moment t is

calculated by the formula: ;CL; = VycHeA (2.24)

We get a coupled system of four differential equations
(2.18)-(2.21) of the first order with respect to time. The first
two equations (2.18) and (2.19) have final conditions and the
terms being the functions of the variables from the other last
two equations (2.20)-(2.21) while the last two equations have
the initial conditions being the functions of initial variables
from the first two equations (2.18)-(2.19): that is a non-
standard problem.

(2.22)

2.2 Solving the non-standard problem

To solve the non-standar problem (2.18)-(2.21) let us
define the cost function:

S(U) = % ||V12Uv1 - Pl(O)”lz‘Z(Q) + % ||V12Cv2 -
(I)(O)“%Z(Q) (2.25)
Let v*=(v1*v2*) be the solution of the minimum

problem (2.25). If at v¥*=(v1*v2*) the equations:

Viyvi — P1(0,v5,v3) = 0, Vizv; — ®(0,v,v3) =0
(2.26) are
satisfied, then the minimum problem (2.25) will be solved.

As in the last section let us introduce P*, ®, A, ¥ and
S(v) be the Gateaux derivatives with respect to v (in the
direction ¥ = (9,,7,)) of the variables of the optimality
problem (2.26) given by equations (2.18)-(2.21) and (2.25)
[see (B.Daryoush, 2008) ]. P, &, A, @ and S(v) are given
by the following equation systems:

62131
W _

Pt =

ox

ox
+HVouHy® + Q5+ 32 =0

pl=o, x_L1

apt
ox

ap?t

dt

(2.27)
(P1+v +UP1+P‘P)] =0 iff#0
x=Ly
Pr=0,x=1L, if f=0
Pi(t=T)=0
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0®  UdD 02® 6Q‘~P
E ? Tlﬁ HCVZCHCA_O
EIS=0,X—L1
&+ 02% 4 16 —0i 2.28
(ld>+r/ax+U<D+Q‘P)L=L2—0lfl;tO (2.28)
®=0 x=1L, ifA=0
P(t=T)=0
_o%_ou® , 0*®_
dt ox ax2
P=0 x=1,
Va 0P
va A4 -0 2.29
o+ 6x)]x:L2 0ifB+0 (229)
P=0,x=0L,if f=0
aA aA RN oC =
w Vo Mo T, ¥ =0
=0,x=L1
(R 48 =0 2.30
(AA+n6x)L=L2 0if1#0 (2.30)
A=0 x=1L,ifA=0
At=0)=p

Sw) = (Viyv, — PI(O) Vi —
<V12Cv2 - CD(O), Vlcvz - CD(O))LZ(Q)
By the similar way in (Dimet et al., 2014) multiplying

(2.27)—(2.30) by -R1, Q1, Ro, -Q2 then integrating it in t and
over Q =|L4, L[ and adding them we have:

f (Pl 6R1
)
a R,
sz

f (®’5Q1

T ap1
R1|

PY(0))1, ) +
(2.31)

dUR 6R2
6x1 ax2 )LZ(Q) +f (lp + U

* aQ
+ R1 HyVoyHyRy — Qza -Q 1>L2(Q)
Q1 _ 8%2q1
axza ax
T '
dt - RZ

0U 6R
Q2+T] Q1

6R2

R, +
dt +A+B+

~ aQ

f (4, _2+ o HCVZCHCQl)Lz(Q)
T OA T0d

nJ, axQz| L de-nfy 5 Ql| o, e

(Q(T). Q; (T))LZ(Q) + (D2, Q2(0)) 1, ) —
(llJ(T), R, (T)>L2(Q) + <ﬁ1: R, (0)>L2(Q) -

aQz

_l_

(P1(0), R1(0)) 1,0y — (P(0), Q1 (0))1,(q) (2.32)
where:
A =
( ~ . ( Ry +vE2+ UR, + PR )] dt
x=Lp . %0
{ ~f Pl_v(ER +%)] L s
L(+f(fv‘;“’ Rolycsydt + [} vE= Rylecyydt) if f=0
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B =

T
_fo ( 0+ Ql)L:L
fo (nV Q. + n% +UQ, + QRI)LzL dr
T oA 9® \
(fo ”a-Qﬂszt+’7§-Ql1x:det> ifA=0

Let Ry, Rz, Q1 and Q; satisfy the following problems:

dt —

2

9Ry | QURy v %R,

( dt + ax dx2 =0
R1 = 0, X = Ll
aR1 .
( Ry +28)| =0 iff#0 (2.33)
X=L,p
R1=0,X=L2lfﬁ=O
Ri(t = 0) = Viyvy — P ((0,v1,v7))
aR AR a R
—= 2+UE 2+ ax; +2 R1
aQ
_HUVZUHURl - Qza - a_xl =0
- L, =0 x =l (2.34)
(%R, +vE2+ PR, +UR,)| =0 if f#0
B x=Ly
R2=O,X=L2Lfﬁ=0
0Q 9Qq %1 | ac _
dt ax 1 ax2 ox Rl =0
Q1 = 0, X = L1
0 =0 2.35
(tQ + ax)]szz—Olf/l#:O (2.35)

Q=0 x=L, if A=0
Q.(t = 0) = VZA0) — (0, vy, ;)

2
6QZ+BUQ2+naa:222+aQR1 HCVZCHCQl -0
Q=0 x=1
(T, +n%E+UQ +QRy)| _ =0if2%0(239)
x=L2

Q, =0, x=1L, ifA=0
Q(t=T)=0
Then the equation (2.32) becomes:
(P1(0), (Viyvy — P*((0, vy, V) Ny
(B(0), VEA0) — D(0,v1,1,))1,00) = (D1, R2(0))100) +
(D2, Q2(0)) 1,0

Putting the last equation to the equation (2.31) and using
the symmetry positive properties of V2, and V% we have:

S(w) = V3D
Where VS = (31’;1, 3;2)' 3;1 = Vlzu(V]_zle - Pl(O)) -
R, (0),3;2 = Vlzc(Vlzcvz - (1)(0)) —Q2(0) (2.37)

We have obtained now the gradient of the cost function
3J (v) in the form (2.37).

if1#0
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Il. ALGORITHM TO CALCULATE THE GRADIENT OF THE

RESPONSE FUNCTION Ga

From the last 2 sections we have the following algorithm
to calculate the gradient of the response function Gg:

- 1. Solve equations (2.18)-(2.21), (2.33)-(2.36);
- 2. Have V3 (v) by the formula (2.37);

- 3. Using the optimal method based on inverse BFGS
update in [see (Bonnans, 2006), (Gilbert, 1989) ] solve the
optimal control problem finding the minimum of 3 (v) with
the value v* = (vy, v3);

- 4. Put the obtained values vy, v, into the relations
¥(0) = v, A(0) = v3;

- 5. Solve again the problems (2.20), (2.21);

- 6. Have the value of the gradient of the response function
299 i time moment t by the formula (2.24).

obs

IV. NUMERICAL EXPERIMENT ON ONE DIMENSIONAL
PROBLEM

In this section, we give numerical results of the sensitivity
of a response region to foreign sources for one dimensional
flow test. The physical space is the interval Q =[0, 1] and the
time domain is considered as the interval [0, 1]. We consider
the problem of pollution by a single type that is produced by
a source located all over the physical space. The pollutant
evolves according to the one dimensional advection diffusion
equation (2.2). The coeficcients v=1(m?/s), n=0.4(m?/s), The
picture of concentration is described by the left of figure 1.
The evolution of the advection water pollution is defined in
this example. The source points are x; = 0.3, X2 = 0.4 The
measurement areas are in the following cases: case 1:
Xiops = 0.3m;  x3ps = 0.4m ; case 2! x7,ps = 0.4m;
x5 ops = 0.5m;case 3: x5, = 0.5m; x3 ,,; = 0.6m;case 4:
Xtops = 0.6m; x5 .55 = 0.7m ;case 5. x7,,s = 0.7m;
X3 ops = 0.8m;

In these different cases, the gradient of response function,
defined by the formula (4.144), are displayed in the figures
1.b-1.f. From the figure 1 one sees that the value of sensitivity

2_jis stronger as the measurement is closer to the pollution

obs

source and becomes strongest when the measurement area is
situated at the pollution source area.

V. CONCLUSION

In this paper, we have developed a sensitivity method to
compute the sensitivity of the response function to the
observation. The response function is constructed on the
solution of the assimilation problem which is a function of
the observation. The proposed method is based on using the
adjoint equation approach. The simple numerical example
presented here clearly shows the usefulness of the present
approach which enables us to decide on where the location of
the pollution source is. In this sense, the sensitivity study is
proved to be an important tool to detect the location of the
pollutant source.
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